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Abstract

Numerical methods for incompressible fluid dynamics have recently received a strong impulse from the applications to the cardiovascular system. In particular, fluid-structure interaction methods have been extensively investigated in view of an accurate and possibly fast simulation of blood flow in arteries and veins. This interest has been strongly motivated by the progressive interest in using numerical tools not only for understanding the general physiology and pathology of the vascular system. The opportunity offered by medical images properly preprocessed and elaborated to simulate blood flow in real patients highlighted the potential impact of scientific computing on the clinical practice. Therefore, in silico experiments are currently extensively used in bioengineering for completing (and sometimes driving) more traditional in vivo and in vitro investigations. Parallel to the development of numerical models, the need for quantitative analysis for diagnostic purposes has strongly stimulated the design of new methods and instruments for measurements and imaging.

Thanks to these developments, a huge amount of data is nowadays available. Data Assimilation is the accurate merging of measures (including images) and numerical simulations for a mathematically sound integration of different sources of information. The outcome of this process includes both the patient-specific measures and the general principles underlying the development of mathematical models. In this way, simulations are adapted to the availability of individual data and are therefore supposed to more reliable; measures are correspondingly filtered by the mathematical models assumed to describe the underlying phenomena, resulting in a (hopefully) significant reduction of the noise.

This note provides an introduction to methods for data assimilation, mostly developed in fields like meteorology, applied to computational hemodynamics. We focus mainly on two of them: methods based on stochastic arguments (Kalman filtering) and variational methods. We also address some examples that have been approached with different techniques, in particular the estimation of vascular compliance from displacement measures.
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1 Preliminaries

Numerical methods for incompressible fluid dynamics have recently received a strong impulse from the applications to the cardiovascular system (see e.g. [24, 29]). In particular, fluid-structure interaction (FSI) methods have been extensively investigated in view of an accurate and possibly fast simulation of blood flow in arteries and veins (see e.g. the recent works by Y. Maday and by J.F. Gerbeau and M. Fernandez, Chapters 8 and 9 of [24] respectively or the Chapter of the present book by C. Grandmont, M. Lukáčová and Š. Nečasová). Beyond the intrinsic mathematical interest, the development of reliable tools for the numerical simulations of cardiovascular problems - and FSI in particular - has an impact on bioengineering and medical research. Thanks to the opportunity offered by improvements in imaging and measurement devices and the subsequent elaboration (see Chapter 4 of [24] authored by L. Antiga, D. Steinman and J. Pétró), nowadays scientific computing is not only a tool for investigating the physiopathology of the cardiovascular system at a general level, but also a way for analyzing in detail the single patient. Mathematical models, properly numerically approximated complete the patient-specific information provided by traditional (yet progressively improved) diagnostic tools. The complete patient-specific picture provided by numerical models may (and most likely will) have a diagnostic and prognostic impact and, more in general, provide a decision-making support in clinical practice. However, this fascinating perspective raises some important challenges. The general problem of quantifying and reducing uncertainty in mathematical models and to certify the quality of numerical simulations - common to any computer aided activity - is even more important when supporting the clinical practice, for its individual and social impact. This is related to the problem of validating numerical models. “Validation is the process of determining the extent to which the computer implementation corresponds to the real world. If solution verification has already been demonstrated, then validation asks whether the mathematical model is effective in simulating those aspects of the real world system under study” (from [22]).

Parallel to the development of numerical models, the need for quantitative analysis for diagnostic purposes has strongly stimulated the design of new methods and instruments for measurements and imaging. Thanks to these developments, a huge amount of data is nowadays available to bioengineers and medical doctors. Also, the reliability of these data and their significance in clinical practice needs to undergo a strict analysis and assessment, since they are typically affected by noise and errors.

Data Assimilation (DA) is a process for integrating the knowledge provided
Figure 1: The general framework of Data Assimilation as a process for improving the reliability of quantitative analysis (BG = Background, FG = Foreground).
by numerical models and measurements with the purpose of improving the reliability of quantitative analysis. This approach has been developed since the mid of the 20th Century having as preferential application the weather forecasting. The rationale is that the predictions provided by numerical models, that we may call a background knowledge, being partially based on universal physical and constitutive laws, are affected by uncertainties in real world problems. These are the consequence of simplifying assumptions as well as of an incomplete knowledge of parameters usually needed by the constitutive laws forming a mathematical model. For instance, referring to biomedical applications, blood viscosity (that in a Newton constitutive law is supposed to be constant) or compliance of an artery (that in a Hookean material is supposed to be represented by a parameter, the Young modulus) are available as estimated on samples, but when dealing with a specific patient they are in general not known, being impossible or inconvenient to measure. The integration with available measures, that we may call a foreground knowledge, since they are specific of the case, is expected to be beneficial to the quantitative analysis, reducing the uncertainty in the mathematical models. On the other hand, background models improve the knowledge extracted from the data, providing a way for filtering noise. In particular, this is important for at least three purposes,

1. *estimate* the state of a dynamical system (e.g. the velocity, the pressure) or its derivated quantities for which noisy data and mathematical models are available,

2. *predict* the state of a dynamical system for which data are available in the past,

3. *identify* one or more parameters involved in the mathematical model, adjusting their values on the basis of available data.

In the global picture - that we have represented in Fig. 1 - DA reduces possibilities of failure in estimating, predicting, and identifying by merging background and foreground in a unique quantitative analysis. The necessity of this process in the traditional development of numerical models in cardiovascular mathematics becomes progressively more urgent with the increment of available data and, more importantly, of patients that may benefit from quantitative analysis.

In this Chapter we want to provide an introduction to some topics brought in by DA in Cardiovascular Mathematics, with a particular emphasis to FSI problems. It is important to stress that, as such, this introduction cannot be complete. First, there are several ways for approaching DA and it is basically impossible to provide an exhaustive global picture of the possible methodologies. We refer to [8] as a more general introduction. Second, DA in cardiovascular modeling is a relatively recent topic and many questions and challenges are still open, so it is hard to draw conclusive statements about the adequacy of a methodology for a specific problem. Our perspective is to provide some examples that have been recently considered in the literature and a self-contained introduction to the methods used there. In particular, we have selected examples tackled with different approaches, providing different perspectives for
solving the same problem. This is intended to give not only the idea of the complexity of the problems but also of the variety of approaches, the differences and the complementary nature of the methods. In particular, we will consider two classes of methods,

1. **stochastic approaches**, when some probabilistic knowledge of the uncertainty affecting the model and the noise affecting the measures are available; in particular we refer to methods related to Kalman filtering and its extension to nonlinear problems; these methods will be addressed in Section 2;

2. **deterministic approaches**, when no clue on the statistical features of uncertainty is available; in particular, we will see variational methods based on the minimization of the mismatch between the data and numerical results, constrained by the background model; these methods are introduced in Section 3.

The above distinction is not strict. In fact, available statistical information can be included in variational models.

The FSI problem and more in general the problems involved in cardiovascular mathematics - usually represented by a system of partial differential equations - are complex and *per se* challenging. In the framework of DA, the issue of computational costs becomes even more important, as DA typically involves the solution of *inverse problems*. In practice, these problems can be solved by iterative approaches, where the solution of the FSI system (or more in general of the "forward" problem) needs to be performed at each iteration. It is promptly realized that this requires specific techniques to make the computational costs affordable. We address this issue in Section 3, in particular referring to methods for reducing the costs of each iteration by representing the solution on a "smart" low-dimensional basis functions set that strongly reduces the number of degrees of freedom required by a traditional numerical method (like finite element or spectral methods).

Detailed examples are provided in Section 4. In particular, we consider the assimilation of velocity measures with the numerical simulation of the Navier-Stokes equations for improving the estimate of blood velocity on an artery. We address two different deterministic approaches and how they can be reinterpreted or improved by a stochastic Bayesian perspective. Finally, we present in detail the problem of estimating vascular compliance by solving an inverse FSI problem. Again, we present both a stochastic approach based on Kalman filtering and a deterministic constrained minimization approach. In the latter case, we present a technique for reducing the computational costs by representing the solution on a low-dimensional basis obtained with a Proper Orthogonal Decomposition approach.

As we have pointed out, the methodological picture in the filed of DA is pretty articulated, encompassing statistical as well as numerical issues for inverse problems [17, 71]. Here, we mention some references for the reader interested in having more details on the topics covered only partially in this introduction. The
importance of uncertainty quantification in any field of scientific computing has been recently underlined in [22]. An excellent introduction to statistical methods for computational inverse problems is given in the books [47, 13, 27, 68]. A recent collection of contributions in the numerical solution of inverse problems and computational costs reduction is [7].

A classical book on methods for solving constrained minimization for flow problems is [37]. Fundamental contributions can be found in [32, 33], recently collected in [34]. Parameter estimation for partial differential equations has been extensively covered in [2] (see also the recent [3]).

An introductory example To illustrate some basic concepts in DA, we refer to an oversimplified example. Let us assume to have a pipe where an incompressible fluid flows. We also suppose that \( N \) measures of velocity are available in \( N \) points \( P_i \) (\( i = 1, \ldots, N \)). Our goal is to compute the shear stress at the wall of the pipe, which is defined as\(^1\)

\[
\mu \left( \nabla \mathbf{u} + \nabla \mathbf{u}^T \right) \mathbf{n} - \mu \left( \mathbf{n} (\nabla \mathbf{u} + \nabla \mathbf{u}^T) \right) \mathbf{n}
\]

where \( \mu \) is the blood viscosity, \( \mathbf{u} \) is the velocity, \( \mathbf{n} \) the unit vector normal to the surface. In particular, if we are interested in the estimate of the stress at the times for which velocity measures are available, this is an estimate or filtering problem. If we want to quantify the wall shear stress for time instants after time of measures, we have a prediction problem.

There are different approaches for this.

1. **Data fitting** approach: a functional form for the velocity is decided (for instance polynomial) and fitted with the data. Successively the wall shear stress is obtained by applying (1) with the fitted velocity. The quality of the computation depends on the number and location of the measures, and the amount of noise. Fitting can be performed with either interpolation or least square approximation depending on how trustworthy the measures are considered. In this approach, we do not assume any background knowledge of fluid mechanics.

2. **Model based computation**: We may assume that blood flow is an incompressible Newtonian fluid. Under these assumptions, for a cylindrical pipe described by the coordinates \( z, r, \theta \), we can derive the Poiseuille solution (outlined in color in Fig. 2),

\[
u_z = \frac{G_P}{4\mu} \left( R^2 - r^2 \right), \quad u_r = u_\theta = 0, \quad p = G_P z + C
\]

where \( G_P \) is the pressure gradient, \( R \) is the radius of the pipe and \( C \) is an arbitrary constant. Should \( G_P \) and \( \mu \) be available, we compute the wall shear stress; such parameters are needed to get the final estimate of

\(^1\)We remind that the wall shear stress is a quantity of great relevance in biomedical applications for its correlation with pathologies such as atherosclerosis - see e.g. [14].
the stress, while measures are not needed. The quality of the estimate depends on the reliability of the model assumption. In general, the analytical solution may be replaced by a numerical solution. In such case, the accuracy of the estimated stress will also depend on the numerical approximation.

3. Data assimilation procedure: suppose that the assumptions behind the Poiseuille solution are acceptable but our knowledge is incomplete, for instance the viscosity \( \mu \) and the pressure gradient \( G_P \) are unknown; in this case, we may take advantage of the velocity measures to fill the gap and eventually to compute the wall shear stress by formulating the following problem. Find \( \mu \) and \( G_P \) such that \( u \) minimizes the mismatch

\[
J = \sum_{i=1}^{N} (u_m(P_i) - u_p(P_i))^2
\]

where \( u_m(P_i) \) is the measured velocity and \( u_p \) is the Poiseuille solution (2). In this way, we are fitting the physical parameters \( \mu \) and \( G_P \) so that the background model is matching the foreground knowledge. Once \( \mu \) and \( G_P \) are computed, the wall shear stress (both as an estimate or as a prediction) is quantified. Contextually, the noise affecting the data is filtered by our background knowledge of fluid mechanics in the physically-driven least squares procedure. Notice that when quantifying the viscosity we are solving an identification problem.

In the more realistic case that the Poiseuille solution cannot be applied, we replace \( u_p \) with the (numerical) solution of the Navier-Stokes equations. In this case, the minimization procedure requiring to find the stationary points of \( J \) regarded as a function of \( \mu \) and \( G_P \) is clearly non-trivial (as we will see in the next Sections).
This simple example (that will be developed in Section 4), shows the relevance of DA in biomedical applications, especially related to the clinical practice. As a matter of fact, patient-specific knowledge of parameters that form a mathematical/numerical model is always incomplete. As for the boundary conditions, this has led to extensive investigation of the so-called “defective boundary data problems” (see for instance [25, 26]). Concerning parameter identification, we mention elastography as a method for detecting the rigidity of soft tissues by solving inverse elasticity problems [5, 4]. In this case, parameter identification is not only functional to the computation of a specific variable of interest, but it is by itself an important procedure for diagnostic purposes (e.g. breast cancer).

In the previous example, the DA procedure is performed without any real assumptions on the quantity we want to estimate and on the noise affecting the measures. However, in many cases some a priori knowledge is available and may be used to drive the assimilation process and eventually reduce the uncertainty affecting the final results. For instance, we speculate that fluid viscosity is a Gaussian variable whose average and variance are known. Similarly, we may assume that the noise features a probabilistic density function whose moments are available. Availability of trustworthy probabilistic information on quantities of interest and noise may be a discriminant for the choice of the DA methods. In the next Section 2 we address probabilistic approaches, while Section 3 is devoted to deterministic methods. It is important to stress that the two classes of approaches are somehow contiguous. As we will see in Section 4, solution obtained with one approach can be reinterpreted in the other framework, when the reliability of a priori knowledge tends to 0.

2 Probabilistic Approach

In this Section, we consider the estimation/prediction/identification of quantities when we assume stochastic a priori information to be available. We may take therefore advantage of this knowledge to integrate models and measures. The latter are in turn considered to be the realization of a stochastic process, whose features are known.

The ingredients of the problem (see Fig. 3) are: (i) a variable \( w \) - for generality we assume it is a \( n \)-dimensional random vector, whose probability density function (see below) is known - and (ii) a set of observations \( z \) - we assume to have \( p \) observations organized in a \( n \times p \) matrix \( Z \), regarded as \( p \) realizations drawn from a known probability density function. Our goal is to find an estimate \( \hat{w} \) of \( w \) based on both the a priori and the a posteriori knowledge we have. To introduce fundamental concepts, we start considering \( w \) as an instantaneous (or time independent) variable. Assume for instance that the distribution of the variable of interest is a Gaussian probability density function (p.d.f.) then the solution of the estimate problem is given by the average and the variance (and generally the statistical moments) of this distribution\(^2\). We will see several ways for obtaining these quantities, namely the minimum variance.

---

\(^2\)Precise definitions of average and variance of a Gaussian variable will be given later on.
Figure 3: In/Out system: \( z \) is the quantity measured, \( w \) is the quantity to be estimated.

(MV), the maximum a posteriori probability (MAP), the maximum likelihood (ML).

Then, we consider the case when the variables of interest are part of a dynamical system. As a matter of fact, in the applications we are interested in there is a dynamics and we have a mathematical model describing how a variable of interest, that we call \( u \) (the state of the system), evolves according to a sequential parameter that will be in general the time. This may be either the fluid or the fluid coupled with the arterial wall, etc. In general, this is the knowledge given by mathematical modeling. In most of the cases, this is a system of partial differential equations and a numerical discretization procedure is necessary for its quantitative solution. The numerical model (i.e. the discretized mathematical model) reads

\[
\mathbf{u}^{(k+1)} = \mathbf{u}^{(k+1)}(\text{Past, Input, Noise}).
\]

Figure 4: Possible approaches for the estimate with a system dynamics. Here we rely upon the observability of the system and the knowledge of the statistical features of the stochastic process.

Assume that we measure \( z^{(k)} \) and we want to estimate \( u^{(k)} \) (filtering problem) or \( u^{(k+p)} \) (p-step prediction problem). If the variable \( u \) that we want to
estimate is a parameter of the original model (as it was the viscosity on the previous example), this is an identification problem. In the simplest case, assume that the system dynamics is linear and that noise affects both the input of the system and the measures. The system dynamics is regarded as the mechanism converting the p.d.f. of the input to the p.d.f. of the output. From the latter, we want to infer the state variable. If we apply the criterion of finding the estimate by minimizing the variance of the estimate, we will get a sequential estimate/prediction procedure called Kalman filter. Although the method strongly relies on the linearity of the system, that is not changing the nature of the p.d.f., we will see that the method can be properly extended to non-linear cases. The effectiveness of the procedure relies upon the “observability” of the system, i.e., on how the output information is actually representative of the state of the system.

As pointed out, our goal here is to give a short introduction to probabilistic estimation theory. For a more complete and extensive presentation we refer to [68], Chapters 4, 5, 6.

2.1 Basic notation and concepts

We summarize some fundamental concepts and notation that are useful in the remainder of this Section. For a complete and rigorous introduction and explanation of these concepts, we refer e.g. to [55].

Random variables For a random variable \( w \), i.e., a variable whose value depends on a random experiment \( \omega \), we introduce the distribution function

\[
F_W(w) \equiv P(\omega : w(\omega) \leq w)
\]

where the notation on the right hand side represents the probability that the realization of \( w \) associated to \( \omega \) is \( \leq w \). Elementary properties of probability imply that \( \lim_{w \to -\infty} F_W = 0 \) and \( \lim_{w \to +\infty} F_W = 1 \) and that the function is non-decreasing. The corresponding p.d.f. is defined as

\[
p_W(w) \equiv \frac{dF_W}{dw}.
\]

For the properties of distribution, \( p_W(w) \geq 0 \) and \( \int_{\mathbb{R}} p_W dw = 1 \).

The Gaussian p.d.f. for instance reads

\[
g_W(w) = \frac{1}{\sqrt{2\pi} \lambda} \exp \left( -\frac{(w - \mu)^2}{2\lambda^2} \right), \tag{3}
\]

A p.d.f. can be characterized by its moments. In particular, we define the expectation operator \( \mathcal{E}(\cdot) \) as

\[
\mathcal{E}(w) \equiv \int_{\mathbb{R}} w p_W(w) dw,
\]
that associates the random variable to a number called \( \text{mean} \). Similarly, we may consider the moments and the central moments of order \( m \) defined respectively as

\[
\mathcal{E}(w^m) \equiv \int_{\mathbb{R}} w^m p_W(w) dw, \quad \mathcal{E}(w^m) \equiv \int_{\mathbb{R}} (w - \mathcal{E}(w))^m p_W(w) dw.
\]

The central moment of order 2 is called \( \text{variance} \). For the Gaussian p.d.f. \( g_W \), the mean is \( \mu \) and variance is \( \lambda^2 \).

**Jointly distributed random variables** We may consider the case of multiple random variables depending on \( \omega \) according to a joint distribution

\[
F_{w_1, w_2, \ldots, w_n} \equiv P(\omega : w_1, \ldots, w_n \leq w_n).
\]

In this case, the joint p.d.f. reads

\[
p_{W_1, W_2, \ldots, W_n} = \frac{\partial^n}{\partial x_1 \partial x_2 \cdots \partial x_n} F_{W_1, W_2, \ldots, W_n}.
\]

First order moments read

\[
\mathcal{E}(w_j) = \int_{\mathbb{R}^n} w_j p_{W_1, W_2, \ldots, W_n} dw_1 dw_2 \ldots dw_n.
\]

Second order central moments form the symmetric \( \text{covariance} \) matrix

\[
\lambda_{jk} \equiv \mathcal{E}((w_j - \mathcal{E}(w_j))(w_k - \mathcal{E}(w_k))) = \int_{\mathbb{R}^n} (w_j - \mathcal{E}(w_j))(w_k - \mathcal{E}(w_k)) p_{W_1, W_2, \ldots, W_n} dw_1 dw_2 \ldots dw_n
\]

where clearly \( \lambda_{jj} = \lambda^2_j \), the variance of \( w_j \). The \( \text{correlation coefficient} \) between \( w_j \) and \( w_k \) is defined as

\[
\rho_{jk} = \frac{\lambda_{jk}}{\lambda_j \lambda_k}.
\]

For instance, two jointly distributed Gaussian variables have the distribution

\[
p_{W_1, W_2}(w_1, w_2) = \frac{1}{2\pi \sqrt{|\Lambda|}} \exp \left( -\frac{1}{2} \delta^T \Lambda^{-1} \delta \right),
\]

where \( \delta = \begin{bmatrix} w_1 - \mu_1 \\ w_2 - \mu_2 \end{bmatrix}, \Lambda = \begin{bmatrix} \lambda_1^2 & \lambda_{12} \\ \lambda_{12} & \lambda_2^2 \end{bmatrix} \) is the covariance matrix, \( |\Lambda| \) stands for its determinant and \( \mu_1 \) and \( \mu_2 \) are the means of the two variables.

In the sequel, this distribution is denoted by \( \mathcal{G}(\mu, \Lambda) \). In particular a distribution with \( \mu = 0 \) and \( \Lambda \) diagonal (that means that the components of the
vector are not correlated) is considered as a model for random disturbances or white noise\(^3\).

The **marginal density function** of one of the random variables \(w_j\) in the pool may be obtained by the joint one after integration over the range of the other variables,

\[
p_{W_j} = \int_{\mathbb{R}^{n-1}} p_{W_1W_2 \ldots W_n} dw_1 \ldots dw_{j-1}dw_{j+1} \ldots dw_n
\]

**Conditional probability** The conditional p.d.f. of random vector \(w\) given the occurrence of the random vector \(y\) is defined as

\[
p_{W|Y}(w|y) = \frac{p_{W,Y}(w,y)}{p_Y(y)}.
\]

Similarly, we have the definition

\[
p_{Y|W}(y|w) = \frac{p_{W,Y}(w,y)}{p_W(w)},
\]

from which we obtain the **Bayes law**

\[
p_{W|Y}(w|y) = \frac{p_{Y|W}(y|w)p_W(w)}{p_Y(y)}. \tag{5}
\]

The conditional expectation is defined consequently as

\[
\mathcal{E}(w|y) = \int_{\mathbb{R}^n} w p_{W|Y}(w|y) dw.
\]

From the previous relations, it follows that

\[
\mathcal{E}(w) = \int_{\mathbb{R}^n} w p_W(w) dw = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} w p_{W,Y}(w,y) dy dw = \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} w p_{W|Y} dw \right) p_Y(dy) = \mathcal{E}(\mathcal{E}(w|y)).
\]

**2.2 Minimum Variance and other In-Out estimators**

Let us consider a first example of estimator \(\hat{w}\) of the random vector \(w\) upon data \(z\) in the "steady" case - Fig. 3. Let \(e = \hat{w} - w\) be the estimate error, and define

\[
J(e) = e^T E e, \tag{6}
\]

\(^3\)The choice of Gaussian distribution for white noise is reasonable, but arbitrary. We could have considered other distributions for zero-mean, uncorrelated components.
where $E$ is a symmetric positive definite (s.p.d.) matrix. We assume $J$ to be the measure of the estimate error or ‘risk’. Here, $\hat{w}$ depends on $z$ and $w$, and it is regarded as a stochastic process. With our definition of risk we may introduce the functional $\mathcal{J}(\hat{w}) = \mathbb{E}(J(e)) = \int J(e) p_{W} \, dw$ and in order to minimize the risk we refer to the estimator

$$\hat{w} = \arg \min_{\mathbb{R}^n} \mathcal{J}(\hat{w}) \equiv \int \int J(e) p_{W,Z}(w, z) \, dwdz.$$

By exploiting the properties of p.d.f. recalled above, we rewrite the risk to minimize as

$$\mathcal{J}(\hat{w}) = \int_{\mathbb{R}^n} \left( E^T E p_{W|Z} \, dw \right) p_{Z} \, dz = \int_{\mathbb{R}^n} \mathcal{J}(\hat{w}|z) p_{Z} \, dz,$$

for

$$\mathcal{J}(\hat{w}|z) \equiv \int_{\mathbb{R}^n} (w - \hat{w})^T E(w - \hat{w}) p_{W|Z} \, dw.$$

Since the outer integral in the definition of the cost $\mathcal{J}(\hat{w})$ does not involve $\hat{w}$ and $p_{Z} \geq 0$, we minimize the risk by minimizing $\mathcal{J}(\hat{w}|z)$.

Recall that for a generic vector $x$ and a symmetric matrix $A$ of proper size [60], we have $\frac{\partial x^{T} A x}{\partial x} = 2 A x$. Then the minimization of $\mathcal{J}(\hat{w}|z)$ leads to

$$0 = \frac{\partial \mathcal{J}(\hat{w}|z)}{\partial \hat{w}} = -2 \mathbb{E} \int_{\mathbb{R}^n} (w - \hat{w}) p_{W|Z} \, dw.$$

Independently of $E$, we have the equation

$$\int_{\mathbb{R}^n} p_{W|Z} \, dw = \int_{\mathbb{R}^n} w \, p_{W|Z} \, dw = \mathbb{E}(w|z).$$

Since $\int_{\mathbb{R}^n} p_{W|Z}(w|z) \, dw = 1$, we have

$$\hat{w} = \mathbb{E}(w|z). \quad \text{(7)}$$

This is called minimum variance estimator, hereafter denoted by $\hat{w}_{MV}$. An important property of this estimator is that it is unbiased, i.e. $\mathbb{E}(e) = \mathbb{E}(\hat{w}_{MV} - w) = 0$. In fact, we have

$$\mathbb{E}(\hat{w}_{MV}) = \int_{\mathbb{R}^n} \hat{w}_{MV} \, p_{Z} \, dz = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} w p_{W|Z} \, dw \, p_{Z} \, dz = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} w \, p(w, z) \, dw \, dz = \mathbb{E}(w).$$
It is also possible to verify that \( \frac{\partial^2 J(\hat{w}_{MV})}{\partial \hat{w}^2} = 2E > 0 \), so \( \hat{w}_{MV} \) is indeed a minimum [68].

### 2.2.1 Maximum a posteriori estimator

Other estimators may be computed with a similar approach but referring to a different risk \( J(\hat{w}) \),

\[
J(\hat{w}) = E(J(e)) = \int J(e)p_Wdw = \int \int J(e)p_{W,Z}dwdz
\]

for different choices for \( J(\cdot) \). For instance, another possible choice is the “uniform” (thresholding) cost:

\[
J(e) = \begin{cases} 
0 & \text{for } \|e\|_\infty < \varepsilon \\
\frac{1}{2\varepsilon} & \text{for } \|e\|_\infty \geq \varepsilon
\end{cases}
\]

where \( \|\cdot\|_\infty \) is the maximum norm. With this cost function, we obtain

\[
J(\hat{w}) = \int \int J(e)p_{W,Z}dwdz = \int \left( \frac{1}{2\varepsilon} \int_{\mathbb{R}^n \setminus \{\hat{w} + [\varepsilon, \varepsilon]^n\}} p_{W,Z}dwdz \right) p_Zdz.
\]

By definition

\[
\int_{\mathbb{R}^n \setminus \{\hat{w} + [\varepsilon, \varepsilon]^n\}} p_{W,Z}dwdz = 1 - \int_{\hat{w} + [\varepsilon, \varepsilon]^n} p_{W,Z}dwdw
\]

so that

\[
J(\hat{w}) = \frac{1}{2\varepsilon} \int_{\mathbb{R}^n} p_Zdz - \frac{1}{2\varepsilon} \int_{\hat{w} + [\varepsilon, \varepsilon]^n} p_{W,Z}dwdw.
\]

The first term on the right hand side is constant and does not affect the minimization process. Let us focus on the second term. The mean value theorem states that there exists a \( \xi \in x + [-\varepsilon, \varepsilon] \) such that

\[
\frac{1}{2\varepsilon} \int_{x-\varepsilon}^{x+\varepsilon} f(\chi)d\chi = \frac{1}{2\varepsilon} 2\varepsilon f(\xi) = f(\xi).
\]

For \( \varepsilon \to 0 \) we have \( \frac{1}{2\varepsilon} \int_{x-\varepsilon}^{x+\varepsilon} f(\chi)d\chi = f(x) \). In particular, in our case, we obtain
\[
\lim_{\varepsilon \to 0} \left( -\frac{1}{2\varepsilon} \int_{\hat{w} + [-\varepsilon, \varepsilon]^n} p_{W|Z} dw \right) = -p_{W|Z}(\hat{w}|z).
\]

In other terms, the cost function to quantify the risk selected here leads to the maximization of the \textit{a posteriori} p.d.f. \( p_{W|Z} \). This estimator, such that \( \frac{\partial p_{W|Z}}{\partial w} = 0 \), is denoted \( \hat{v}_{MAP} \) and it is not necessarily unbiased.

**Example**

In this example, we assume that the scalar variables \( w \) and \( z \) are statistically related by having a joint Gaussian distribution \( G([0, 0], \Lambda) \). The two variables features a Gaussian marginal p.d.f. with mean and variance \( 0, \lambda_w^2 \) and \( 0, \lambda_z^2 \) respectively.

As for the conditional p.d.f. we have

\[
p_{W|Z} = \frac{p_{WZ}(w, z)}{p_Z} = \frac{\sqrt{\lambda_z^2}}{\sqrt{2\pi|\Lambda|}} \exp \left( -\frac{1}{2} [w \ z]^T \Lambda^{-1} [w \ z] + \frac{z^2}{2\lambda_z^2} \right).
\]

Define \( \lambda^2 \equiv \lambda_w^2 - \frac{\lambda_{wz}^2}{\lambda_z^2} \). Then, by direct inspection, one verifies that \((w|z)\) is a random vector with Gaussian distribution \( G\left( \frac{\lambda_{wz}}{\lambda_z^2} z, \lambda^2 \right) \).

Because for Gaussian distributions, the value where the maximum is achieved corresponds to the mean, we have that

\[
\hat{w}_{MV} = \hat{w}_{MAP} = \frac{\lambda_{wz}}{\lambda_z^2} z.
\]

Using the definition of correlation coefficient given in (4), we have

\[
\hat{w}_{MV} = \hat{w}_{MAP} = \lambda_w^2 \rho_{wz} z.
\]

From here, we can check the consistency of our estimate with intuitive situations: if \( w \) is not correlated to \( z \), the estimate is 0, which is the mean value of the marginal p.d.f. of \( w \). In this case, the knowledge of \( z \) does not bring any advantage and the best estimate remains the \textit{a priori} expected value of \( w \).

### 2.2.2 Maximum Likelihood estimate

Another reasonable approach is to compute the estimator \( \hat{w} \) as the value that maximizes the probability of measuring \( z \). In other terms, we get \( \hat{w}_{ML} = \arg \max_{\hat{w}} p_{Z|W}(z|w) \) or

\[
\hat{w}_{ML} : \frac{\partial p_{Z|W}}{\partial w}(\hat{w}_{ML}) = 0.
\]

The p.d.f. \( p_{Z|W} \) is a measure of the likelihood that \( z \) is measured, so this estimate is called \textit{maximum likelihood}. 
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It is interesting to establish a relation between this estimator and the previous ones. We do this for the case of Gaussian variables, even though the same conclusion holds in the general case.

We know that estimator $\hat{\nu}_{MAP}$ is such that $\frac{\partial p_{W|Z}}{\partial w}|_{\hat{\nu}_{MAP}} = 0$.

Then, thanks to the Bayes Theorem, we have

$$p_{W|Z} = \frac{p_{WZ}}{p_{Z}} = \frac{p_{Z|W}p_{W}}{p_{Z}}.$$ 

Maximizing $p_{W|Z}$ is equivalent to the maximization of its logarithm, so we have

$$\frac{\partial p_{W|Z}}{\partial w} = 0 \Rightarrow \frac{\partial \ln p_{W|Z}}{\partial w} = \frac{\partial \ln p_{Z|W}p_{W}}{\partial w} = 0 \Rightarrow$$

$$\frac{\partial \ln p_{Z|W}}{\partial w} + \frac{\partial \ln p_{W}}{\partial w} - \frac{\partial \ln p_{Z}}{\partial w} = \frac{\partial \ln p_{Z|W}}{\partial w} + \frac{\partial \ln p_{W}}{\partial w} = 0$$

since $p_{Z}$ is independent of $w$.

Now, for a Gaussian variable, such that

$$p_{W} = \frac{1}{\sqrt{(2\pi)^n|\Lambda|}} \exp \left( -\frac{1}{2}(w - \mathcal{E}(w))^T \Lambda^{-1}(w - \mathcal{E}(w)) \right),$$

we have

$$\frac{\partial \ln p_{W}}{\partial w} = -\frac{1}{2} \frac{\partial (w - \mathcal{E}(w))^T \Lambda^{-1}(w - \mathcal{E}(w))}{\partial w} = -\Lambda^{-1}(w - \mathcal{E}(w)).$$

When the variance of a random variable is large, this means that our a priori knowledge is not trustworthy. The limit case of $\Lambda^{-1} \rightarrow 0$ corresponds to a total lack of a priori information on $w$. Notice that in this condition

$$\frac{\partial \ln p_{W|Z}}{\partial w} = \frac{\partial \ln p_{Z|W}}{\partial w} + \frac{\partial \ln p_{W}}{\partial w} \frac{(\Lambda^{-1} = 0)}{\partial w} = \frac{\partial \ln p_{Z|W}}{\partial w}$$

so that the maximization of likelihood leads to the MAP estimator. We conclude therefore that $\hat{\nu}_{ML}$ can be considered the estimator in the “limit” case, when we do not have an a priori distribution for $w$, i.e. when we assume that the variance of $w$ is approaching $\infty$.

**Example**

Let us consider two scalar variables $w$ and $z$ with

$$z = Hw + \nu$$

where $w \sim \mathcal{G}(0, \lambda_{w}^2)$, and the noise $\nu \sim \mathcal{G}(0, r^2)$ is assumed to be uncorrelated with $w$. Then it is possible to verify that $z \sim \mathcal{G}(0, H^2\lambda_{w}^2 + r^2)$ and that $w$ and $z$ have a joint Gaussian distribution with $\lambda_{wz} = H\lambda_{w}^2$. In fact

$$\mathcal{E}(z) = H \mathcal{E}(w) + \mathcal{E}(\nu) = 0$$

$$\lambda_{z}^2 = \mathcal{E}(z^2) = \mathcal{E}(H^2w^2 + 2Hw\nu + \nu^2) = H^2\lambda_{w}^2 + 0 + r^2$$

$$\lambda_{wz} = \mathcal{E}(wz) = \mathcal{E}(Hw^2 + \nu w) = H\lambda_{w}^2.$$
Using the results of the previous example, in this case we can compute
\[
\hat{w}_{MV} = \hat{w}_{MAP} = \frac{H\lambda_w^2}{H^2\lambda_w^2 + r^2} z = \frac{z}{H} \frac{H^2\lambda_w^2}{H^2\lambda_w^2 + r^2} = \frac{z}{\tilde{H}} \left( 1 - \frac{r^2}{\lambda_w^2} \right).
\]

Using again the result of the previous example, we find that \( p_{Z|W} = \frac{p_{WZ}}{p_Z} \) is a Gaussian distribution with mean \( \frac{\lambda_{wz} w}{\lambda_w^2} \). The maximum of \( p_{Z|W} \) is obtained in correspondence of its mean, i.e., for \( z = \frac{\lambda_{wz}}{\lambda_w^2} w \) or, equivalently, for \( w = \frac{\lambda_w^2}{\lambda_{wz}} z \).

Therefore the ML estimator reads
\[
\hat{w}_{ML} = \frac{\lambda_w^2}{\lambda_{wz}} z = \frac{z}{\tilde{H}}.
\]

As expected, \( \lim_{\lambda_w \to \infty} \hat{w}_{MAP} = \hat{w}_{ML} \). The estimators coincide also when \( r^2 = 0 \), and return \( z/H \). In fact, in this case the noise is 0, so the estimators gives the deterministic relation (obtained by (8) for \( \nu = 0 \)) \( w = z/H \).

**Example**

Assume now that \( w \) and \( z \) are \( n \)-dimensional vectors, \( w \sim \mathcal{G}(\mu, \Lambda) \) and
\[
z = Hw + \nu
\]
where \( \nu \sim \mathcal{G}(0, R) \) is the noise independent of \( w \). \( H \) is called observation matrix.

It is possible to prove that \( z \sim \mathcal{G}(\mu_z, \Lambda_z) \) with
\[
\mu_z = \mathcal{E}(Hw + \nu) = H\mu
\]
\[
\Lambda_z = \mathcal{E}((z - \mu_z)^T(z - \mu_z)) = H\Lambda H^T + R.
\]

For the conditional probabilities, we find that
\[
p_{W|z} = \frac{\sqrt{|\Lambda_z|}}{\sqrt{(2\pi)^n|\Lambda||R|}} \exp\left(-\frac{1}{2} J\right)
\]
where \( J = (w - \tilde{w})^T \Lambda^{-1}_e (w - \tilde{w}) \) and \( \Lambda^{-1}_e = \Lambda^{-1} + H^T R^{-1} H \) and
\[
\hat{w}_{MV} \equiv \mathcal{E}(p_{W|z}) = \Lambda_e (H^T R^{-1} z + \Lambda^{-1} \mu) = \hat{w}_{MAP}.
\]

Moreover, we find that \( p_{Z|W} \) has average \( Hw \) and \( \Lambda_z | w = R \). If we maximize the likelihood, we obtain
\[
\hat{w}_{ML} = H^{-1} z.
\]

Again, it is possible to verify that the MV/MAP estimator is unbiased and the ML estimator is obtained by the MAP, when \( \Lambda^{-1} \to 0 \).

**Remark 2.1** Contrarily to what previous examples may suggest, the coincidence of MV and MAP is not true in general.
2.3 The Kalman Filter for Linear problems

Kalman filter [48] is one of the most important algorithms of the 20th century, with an exceptional number of applications, ranging from robotics to mathematical finance. It is concerned with the case of a dynamical system, when the variable to be estimated is supposed to be the solution of a time-dependent linear system. Since for the biomedical applications of interest here, dynamics is in general given by the time discretization of a PDE (as we will see later on), here we consider a time discrete case, even though the time-continuous case can be investigated as well. The time index will be denoted by \( k \), and we represent the dynamics of interest (indexed by \( k \)) of the system as

\[
\mathbf{u}(k) = \mathbf{A}_{k-1} \mathbf{u}(k-1) + \mathbf{b}(k-1)
\]

where \( \mathbf{b}(k-1) \) is a Gaussian white noise in time representing the model error, i.e. \( \mathbf{b}(k) \sim \mathcal{N}(0, \mathbf{Q}_k) \), and the errors are not correlated in time, i.e.

\[
\mathcal{E}\left(\mathbf{b}(k)\mathbf{b}^\top(l)\right) = \mathbf{Q}_k \delta_{kl}.
\]

Here \( \delta_{kl} \) is the Kronecker delta (= 1 if \( k = l \), 0 elsewhere).

The measurement process is denoted by

\[
\mathbf{z}(k) = \mathbf{H}_k \mathbf{u}(k) + \nu(k),
\]

where \( \nu(k) \) is a Gaussian white noise with variance matrix \( \mathbf{R}_k \) and assumed uncorrelated with \( \mathbf{b}(k) \).

In absence of observations of \( \mathbf{z}(k) \), a natural prediction is simply the one obtained by dropping the noise in the system. In other terms a first reasonable prediction would be

\[
\mathbf{u}_p(k) = \mathbf{A}_{k-1} \mathbf{u}_*(k-1).
\]

For the moment being, we assume that \( \mathbf{u}_*(k-1) \) is the “true” state \( \mathbf{u}(k-1) \).

This is a deterministic forecast that we take as starting point of our probabilistic measure. The fundamental questions now are: how the measure \( \mathbf{z}(k) \) can improve this estimate? How can we reduce the error between the state and its prediction?

As an arbitrary but reasonable choice, we postulate a correction step which is a linear combination between the prediction \( \mathbf{u}_p(k) \) and the data at the same instant \( \mathbf{z}(k) \),

\[
\mathbf{u}_c(k) = \mathbf{L}_k \mathbf{u}_p(k) + \mathbf{K}_k \mathbf{z}(k).
\]

The first term on the right hand side measures how much the deterministic model is trustworthy, the latter defines the gain due to the observation. The weighting matrices \( \mathbf{L}_k, \mathbf{K}_k \) need to be determined. Let us introduce the estimate errors

\[
\mathbf{e}_p(k) = \mathbf{u}_p(k) - \mathbf{u}(k), \quad \mathbf{e}_c(k) = \mathbf{u}_c(k) - \mathbf{u}(k).
\]

Notice that \( \mathbf{e}_p(k) = -\mathbf{b}(k-1) \) by construction (for \( \mathbf{u}_*(k-1) = \mathbf{u}(k-1) \)).
We have then
\[ e^{(k)}_c = L_k u^{(k)}_p + K_k z^{(k)} - L_k u^{(k)} + L_k u^{(k)} - u^{(k)} = L_k e^{(k)}_p + K_k \nu^{(k)} + (L_k + K_k H_k - I) u^{(k)}. \]

(12)

In order to have an unbiased correction, i.e. \( \mathcal{E} \left( e^{(k)}_c \right) = 0 \), we write
\[ \mathcal{E} \left( e^{(k)}_c \right) = L_k \mathcal{E} \left( e^{(k)}_p \right) + K_k \mathcal{E} \left( \nu^{(k)} \right) + (L_k + K_k H_k - I) \mathcal{E} \left( u^{(k)} \right) = -L_k \mathcal{E} \left( b^{(k-1)} \right) + K_k \mathcal{E} \left( \nu^{(k)} \right) + (L_k + K_k H_k - I) \mathcal{E} \left( u^{(k)} \right) = 0. \]

(13)

Because we assume that the noise has null mean, the first two terms are zero. To have an unbiased estimate we need to force
\[ L_k + K_k H_k - I = 0 \Rightarrow L_k = I - K_k H_k. \]

With this position, we have
\[ u^{(k)}_c = u^{(k)}_p + K_k (z^{(k)} - H_k u^{(k)}_p). \]

This representation is extremely expressive:

1. the first term on the right hand side \( u^{(k)}_p \) is the deterministic estimate purely based on the model, with no observations;
2. \( z^{(k)} - H_k u^{(k)}_p \) is the innovation, i.e. what is new in \( z^{(k)} \) and that is not predictable by \( u^{(k)}_p \);
3. \( K_k \), to be determined, is called the gain matrix, since it weighs the improvement brought to the deterministic estimate by the measures.

The two estimation errors are then related by the following equation
\[ e^{(k)}_c = u^{(k)}_c - u^{(k)} = u^{(k)}_p - u^{(k)} + K_k (H_k u^{(k)} + \nu^{(k)} - H_k u^{(k)}_p) = (I - K_k H_k) e^{(k)}_p + K_k \nu^{(k)}. \]

(14)

However, in the sequential process we do not know the true state \( u^{(k-1)} \) in (11). We replace \( u^{(k-1)} \) with what we consider sequentially our best estimation of the state, which is \( u^{(k-1)}_c \). The recursive prediction step reads therefore
\[ u^{(k)}_p = A_{k-1} u^{(k-1)}_c. \]

(15)

From this equation, we derive another relation for the errors
\[ e^{(k)}_p = u^{(k)}_p - u^{(k)} = A_{k-1} u^{(k-1)}_c - u^{(k)} = A_{k-1} (u^{(k-1)}_c - u^{(k-1)}) - b^{(k-1)} = A_{k-1} e^{(k-1)}_c - b^{(k-1)} \]

(16)

giving an evolution equation for the deterministic forecast error.
Remark 2.2 In this analysis, we are considering one-step prediction estimates, where the deterministic estimate is obtained by the previous step (15). We may consider also q-step predictions, obtained by dropping the noise at each step,
\[ u_p^{(k)} = \prod_{j=1}^{q} A_{k-j} u_c^{(k-q)}. \]

For the sake of simplicity, here we develop the case \( q = 1 \) and refer the interested reader to [08].

Let us compute the variance matrix of \( e_p^{(k)} \) and \( e_c^{(k)} \), i.e.
\[ \Lambda_p^{(k)} = \mathcal{E}\left( e_p^{(k)} e_p^{(k),T} \right), \quad \Lambda_c^{(k)} = \mathcal{E}\left( e_c^{(k)} e_c^{(k),T} \right). \]  

(17)

From (16), we have
\[ e_p^{(k)} e_p^{(k),T} = A_{k-1} e_c^{(k-1)} e_c^{(k-1),T} A_{k-1}^T + b^{(k-1)} b^{(k-1),T} + A_{k-1} e_c^{(k-1)} b^{(k-1),T} + b^{(k-1)} e_c^{(k-1),T} A_{k-1}^T, \]
leading to
\[ \Lambda_p^{(k)} = A_{k-1} \Lambda_c^{(k-1)} A_{k-1}^T + Q_{k-1} \]  

(18)

because \( b^{(k-1)} \) has no correlation with \( e_c^{(k-1)} \).

Similarly, from (14) we obtain
\[ \Lambda_c^{(k)} = (I - K_k H_k) A_p^{(k)} (I - K_k H_k)^T + K_k R_k K_k^T. \]  

(19)

usually called Joseph formula.

2.3.1 The Kalman gain matrix

Finally we determine the gain matrix. We will follow an optimality criterion. According to the (weighted) minimal variance approach, we could minimize \( \mathcal{E}\left( e_c^{(k),T} E_k e_c^{(k)} \right) \), where \( E_k \) is a s.p.d. weight matrix. Note that
\[ e_c^{(k),T} E_k e_c^{(k)} = \text{Tr}(E_k e_c^{(k)} e_c^{(k),T}) \Rightarrow \]
\[ \mathcal{E}\left( e_c^{(k),T} E_k e_c^{(k)} \right) = \mathcal{E}\left( \text{Tr}(E_k e_c^{(k)} e_c^{(k),T}) \right) = \text{Tr}(E_k \Lambda_c^{(k)}). \]

Using the following properties of the trace:
\[ \text{Tr}(A + B) = \text{Tr}(A) + \text{Tr}(B), \quad \text{Tr}(AB) = \text{Tr}(A^T B^T), \]
we get that
\[ \text{Tr}(E_k \Lambda_c^{(k)}) = \text{Tr}(E_k A_p^{(k)}) - 2 \text{Tr}(E_k A_p^{(k)} H_k^T K_k^T) + \text{Tr}(E_k K_k (H_k A_p^{(k)} H_k^T + R_k) K_k^T). \]
Moreover, we recall that \([00]\) for a generic matrix \(A\) and symmetric matrices \(B\) and \(C\) we have
\[
\frac{\partial \text{Tr}(AX^T)}{\partial X} = A, \quad \frac{\partial \text{Tr}(BXCX^T)}{\partial X} = 2BCX.
\]
From these relations we obtain that the gain matrix \(K_k\) that minimizes the variance is such that
\[
\frac{\partial \mathcal{E}}{\partial K_k} \left( e_c^{(k,T)} E_k e_c^{(k)} \right) = -2E_k A_p^{(k)} H_k^T + 2E_k K_k (H_k A_p^{(k)} H_k^T + R_k) = 0
\]
\[
\Rightarrow K_k^* = \Lambda_p^{(k)} H_k^T \left( H_k A_p^{(k)} H_k^T + R_k \right)^{-1}
\]
From the Joseph formula we have
\[
\Lambda_c^{(k)} = (I - K_k H_k) \Lambda_p^{(k)} - \Lambda_p^{(k)} H_k^T K_k^* + K_k (H_k A_p^{(k)} H_k^T + R_k) K_k^*.\]
By using \(K_k^*\) in this formula, the last two terms cancel out and we are left with
\[
\Lambda_c^{(k)} = (I - K_k H_k) \Lambda_p^{(k)}.
\]
The matrix \(K_k^*\) is the so-called Kalman gain matrix.
The entire estimate process may be summarized as follows.

1. **Prediction**
   
   (a) \(u_p^{(k)} = A_{k-1} u_c^{(k-1)}\)
   
   (b) \(\Lambda_p^{(k)} = A_{k-1} \Lambda_c^{(k-1)} A_{k-1}^T + Q_{k-1}\).

2. **Correction**

   Kalman gain: \(K_k^* = \Lambda_p^{(k)} H_k^T \left( H_k A_p^{(k)} H_k^T + R_k \right)^{-1}\).

   (a) State estimate:
   \[
   u_c^{(k)} = u_p^{(k)} + K_k^* (z^{(k)} - H_k u_p^{(k)}).
   \]

   (b) Covariance estimate:
   \[
   \Lambda_c^{(k)} = (I - K_k^* H_k) \Lambda_p^{(k)}.
   \]  \(20\) \(21\)

This yields the MV Kalman filter estimation for a time-discrete system.

When we want to estimate the state of the system by merging the mathematical model and the available measure, we refer to \(u_c^{(k)}\). When we want to predict the evolution of the state, using all the information we have at time \(t^k\), we refer to the prediction\(^3\) step \(u_p^{(k+1)} = A_k u_c^{(k)}\).

\(^3\)The third problem addressed in the Introduction, the identification of the system will be addressed later on.
\textbf{Remark 2.3} In many cases, the dynamical system features a deterministic input $f^{(k)}$, so that (9) modifies in
\[ u^{(k)} = A_{k-1} u^{(k-1)} + C_{k-1} f^{(k-1)} + b^{(k-1)}. \] (22)
This reflects in a change of the prediction step, that reads
\[ u_p^{(k)} = A_{k-1} u_c^{(k-1)} + C_{k-1} f^{(k-1)}. \]
All the other steps drawn above remain unchanged.

\subsection{Properties of the Kalman filter}

\textbf{Orthogonality of the estimate / prediction and the estimate / prediction error} Following an induction argument, it is possible to prove that when we select the Kalman gain matrix to compute the estimate, then
\[ \mathcal{E} \left( u_c^{(k)} e_c^{(k),T} \right) = 0. \] (23)
With this relation, it is possible to prove a similar relation between the prediction and the prediction error
\[ \mathcal{E} \left( u_p^{(k+1)} e_p^{(k+1),T} \right) = \mathcal{E} \left( A_k u_c^{(k)} \left( A_k e_c^{(k)} \right)^{T} \right) = 0. \] (24)
These relations have an interesting geometrical interpretation that provide a justification to the “optimal” nature of Kalman estimate / prediction. The correlation operator $\mathcal{E} (\cdot (\cdot)^T)$ is a \textit{scalar product}. For this reason, the two equations (23) and (24) state that the estimate and the prediction are orthogonal to their respective errors. This is the feature of optimal approximations by projection. As a matter of fact, we can conclude that among all the possible estimates generated by any possible gain matrices, Kalman provides the optimal one in the metric defined by the correlation scalar product (see Fig. 2.3.2).

\textbf{Innovation} As we pointed out, the innovation
\[ z^{(k)} - H_k u_p^{(k)} = z^{(k)} - H_k A_k u_c^{(k-1)} \]
plays an important role in understanding how the Kalman estimate works. When we do not have other \textit{a priori} information, from $A_k$ and $u_c^{(k-1)}$ the best we can do is
- to predict the state at $k$ as $u_p^{(k)} = A_k u_c^{(k-1)}$;
- to guess accordingly an “expected measure” $H_k A_k u_c^{(k-1)}$.
This is the part of knowledge in the measure we could extract from the state at the previous time step, or \textit{from the past}. We do expect that $z^{(k)}$ is adding new
information. The novel part of the information added by the measure is exactly the innovation \( z^{(k)} - H_k u_p^{(k)} \).

Notice that
\[
z^{(k)} - H_k u_p^{(k)} = H_k u^{(k)} + \nu^{(k)} - H_k u_p^{(k)} = \nu^{(k)} - H_k e_p^{(k)},
\]
consequently
\[
\mathcal{E} \left( z^{(k)} - H_k u_p^{(k)} \right) = \mathcal{E} \left( \nu^{(k)} \right) - H_k \mathcal{E} \left( e_p^{(k)} \right) = 0.
\]

In addition, we compute the variance of the innovation.
\[
\mathcal{E} \left( (z^{(k)} - H_k u_p^{(k)})(z^{(k)} - H_k u_p^{(k)})^T \right) = \\
\mathcal{E} \left( (\nu^{(k)} - H_k e_p^{(k)})(\nu^{(k)} - H_k e_p^{(k)})^T \right) = R_k + H_k \Lambda_p^{(k)} H_k^T,
\]
because the noise at \( k \) is not correlated to \( e_p^{(k)} = \Lambda_k(u_c^{(k)} - u^{(k-1)}) - b^{(k-1)} \).

It is also possible to prove [68] that for \( j \geq 1 \)
\[
\mathcal{E} \left( (z^{(k)} - H_k u_p^{(k)})(z^{(k-j)} - H_k u_p^{(k-j)})^T \right) = 0.
\]

This means that the innovation at time \( k \) has no correlation with the innovation at the previous time steps, so that we can conclude that the innovation is a white process.

Also in this case, we may give a geometrical interpretation to this equation, concluding that the splitting \( z^{(k)} = \text{Predicted measure} + \text{Innovation} \) is actually an orthogonal decomposition. Since the predicted measure \( H_k u_p^{(k)} \) depends entirely on the past, we say that innovation is orthogonal to the past (see Fig. 2.3.2).

**Variance reduction** Let us establish a relation between the variance of \( u_p^{(k)} \) and of \( u_c^{(k)} \). We show that the Kalman correction in fact reduces the variance of the estimate. Let us introduce an auxiliary variable that we call pseudo-observation, i.e., an observation based on the prediction of the measure added by noise,
\[
z_p^{(k)} = H_k u_p^{(k)} + \nu^{(k)}.
\]

It is possible to verify that
\[
\Lambda_{p,po}^{(k)} = H_k \Lambda_p^{(k)} H_k^T + R_k, \quad \Lambda_p^{(k)} := \mathcal{E} \left( u_p^{(k)} z_p^{(k),T} \right) = \Lambda_p^{(k)} H_k^T.
\]

With this notation, we may rewrite the correction step of the Kalman filter as follows,
\[
K_k^* = \Lambda_{p,po}^{(k)} (\Lambda_{po}^{(k)})^{-1}, \quad \Lambda_c^{(k)} = \Lambda_p^{(k)} - \Lambda_{p,po}^{(k)} (\Lambda_{po}^{(k)})^{-1} \Lambda_{p,po}^{(k)}.
\]

Since \( \Lambda_{po}^{(k)} \) is s.p.d., we have that \( \Lambda_p^{(k)} - \Lambda_c^{(k)} \) is positive. This relation outlines the reduction of the variance induced by the correction step with respect to the variance of the prediction.
Recursive formula for the variance equations, Riccati equations  

Let us eliminate $\Lambda_c(k)$ from the equations of the Kalman filter, in particular we compute the variance $\Lambda_p^{(k+1)}$ as function of $\Lambda_c(k)$ and $\Lambda_p(k)$. We get

$$\Lambda_p^{(k+1)} = A_k \Lambda_c(k) A_k^T + Q_k =$$

$$A_k \left( \Lambda_p(k) - K_k H_k \Lambda_p(k) \right) A_k^T + Q_k =$$

$$A_k \Lambda_p(k) A_k^T + Q_k - A_k \Lambda_p(k) H_k^T (H_k \Lambda_p(k) H_k^T + R_k)^{-1} H_k \Lambda_p(k) A_k^T. \quad (25)$$

In addition, by using the well known Sherman-Morrison-Woodbury formula [35], we can write also the recursive variance matrix equation of the Kalman estimate

$$\Lambda_c^{(k)} = (I - K_k^* H_k) \Lambda_p^{(k)} = \left( (\Lambda_p^{(k)})^{-1} + H_k^T R_k^{-1} H_k \right)^{-1}$$

$$= \left( (A_{k-1} \Lambda_c^{(k-1)} A_{k-1}^T + Q_{k-1})^{-1} + H_k^T R_k^{-1} H_k \right)^{-1}. \quad (26)$$

Let us assume that the matrices $A, H, R, Q$ do not depend on $k$. The latter equation in (25) reads then

$$\Lambda_p^{(k+1)} = A \Lambda_p(k) A^T + Q - A A_p(k) H^T (H A_p(k) H^T + R)^{-1} H A_p(k) A^T.$$

This is called Difference Riccati Equation (DRE). A reasonable question related to this equation for time-independent dynamics refers to the existence of a stationary variance matrix. This is a variance matrix such that

$$\Lambda_p^{(k+1)} = \Lambda_p^{(k)} = \Lambda_p.$$

The latter can be clearly obtained as a fixed point of the DRE. This leads to solve the so called Algebraic Riccati Equation (ARE)

$$\Lambda_p = A \Lambda_p A^T + Q - A A_p H^T (H A_p H^T + R)^{-1} H A_p A^T.$$

Figure 5: The innovation is orthogonal to the past (left) according to the correlation scalar product. The estimate error is orthogonal to the estimate itself (right) according to the correlation scalar product, that qualifies the Kalman correction as the orthogonal projection of the state to be estimated on the subspace of possible estimations obtained for different gain matrices.
This equation has been largely investigated by several authors [1, 46, 51], to determine under which conditions the solution $\Lambda_{ARE}$ exists and it can be computed as the asymptotic limit of the corresponding DRE. In particular, let us assume that the dynamical system is asymptotically stable and converges to a steady solution. Clearly a good predictor is expected to follow the system dynamics, converging to the asymptotic estimate. Correspondingly, in this case we expect $\Lambda_{p}^{(k)}$ to converge to the asymptotic matrix $\Lambda_{ARE}$. Otherwise, our predictor would be unable to follow the system dynamics converging to the stationary solution. As a matter of fact, it is possible to prove that if the system is stable, then the predictor is stable and its variance gets closer to the solution of the associated ARE (see e.g. [46] for a precise statement of the Theorem).

In addition, we point out that this solution can be interpreted as an “approximate” Kalman filter, where the matrix $\Lambda_{p}^{(k)}$ is replaced by $\Lambda_{ARE}$ to save the computational costs of computing $\Lambda_{p}^{(k)}$ at each step. This provides a stationary filter which is clearly sub-optimal, since the associated error is not orthogonal to the estimate. However, it may be computationally convenient.

Another possible use of $\Lambda_{ARE}$ is to provide a bound to the variance of the “optimal case” when we apply the Kalman filter with no approximations.

Example

Let us consider the scalar case, with

$$u^{(k)} = u^{(k-1)} (A = 1, b = 0)$$
$$z^{(k)} = u^{(k)} + \mu^{(k)} (H = 1, \nu \sim \mathcal{G}(0, 1)).$$

Assume also that the initial data $u^{(1)} \sim \mathcal{G}(\mu, 1)$. Set $u_{p}^{(1)} = \mu$. Then, the Kalman filter formulas read

$$u_{p}^{(k)} = u_{c}^{(k-1)}, \quad \lambda_{p}^{(k), 2} = \lambda_{c}^{(k-1), 2}$$
$$K_{k} = \frac{\lambda_{p}^{(k), 2}}{\lambda_{p}^{(k), 2} + 1}$$
$$u_{c}^{(k)} = u_{p}^{(k)} + \frac{\lambda_{p}^{(k), 2}}{\lambda_{p}^{(k), 2} + 1} (z^{(k)} - u^{(k)}) = \frac{1}{\lambda_{p}^{(k), 2} + 1} u^{(k)} + \frac{\lambda_{p}^{(k), 2}}{\lambda_{p}^{(k), 2} + 1} z^{(k)}$$
$$\lambda_{c}^{(k), 2} = \frac{\lambda_{p}^{(k), 2}}{\lambda_{c}^{(k-1), 2} + 1} = \frac{\lambda_{c}^{(k-1), 2}}{\lambda_{c}^{(k-1), 2} + 1}.$$

We have therefore

$$u_{p}^{(1)} = \mu, \quad \lambda_{p}^{(1)} = 1, \quad K_{1} = \frac{1}{2}, \quad u_{c}^{(1)} = \frac{\mu + \frac{1}{2}}{2} = u_{p}^{(2)}.$$

Notice that the prediction at $k = 2$ is just the sample average of the “past” and the new data. Similarly we obtain at a generic step $k$

$$u_{p}^{k+1} = u_{c}^{k} = \frac{\mu + \sum_{j=1}^{k} z^{(j)}}{k + 1}.$$
Actually, we have the arithmetic average of the available data at $t^k$, that is somehow intuitively expected. Moreover, we have the recursive formula

$$\lambda_p^{(k+1),2} = \frac{\lambda_p^{(k),2}}{\lambda_p^{(k),2} + 1}, \quad \text{with } \lambda_p^{(1)} = 1.$$ 

By induction one can check that $\lambda_p^{(k),2} = \frac{1}{k}$. Consequently we have that

1. $\lim_{k \to \infty} \lambda_p^{(k)} = 0$, i.e. the prediction is asymptotically exact; similarly, the estimate is asymptotically exact;

2. the ARE $\lambda^2 = \lambda^2/(1 + \lambda^2)$ has only one solution, that is 0;

3. the Kalman filter is asymptotically stable, whereas the dynamic system is not asymptotically stable.

This example provides the case of an asymptotically stable estimator even when the dynamical system is not stable. As we have pointed out, the “reverse” situation (system is stable, estimator is unstable) is not possible: when the system is stable, the predictor is automatically stable.

**An alternative look at the Kalman filter** The Kalman filter can be obtained in different ways. Among the others, in particular here we mention a recent approach presented in [42], where the algorithm is the result of an application of the Newton root finding method with an appropriate initial guess. Beyond its intrinsic interest, this approach is actually oriented to extension to nonlinear systems in the form of an application the Gauss-Newton method.

More precisely, assuming to have the exact initial state $u^{(0)}$, let us consider the prediction-mismatch functional

$$\mathcal{J}_{k,p} = \frac{1}{2} \sum_{j=1}^k \|u^{(j)} - A_{j-1}u^{(j-1)}\|_Q^{-1} + \frac{1}{2} \sum_{j=1}^{k-1} \|z^{(j)} - H_j u^{(i)}\|^2_{R_j^{-1}}.$$ 

and the corresponding one for the estimate

$$\mathcal{J}_{k,c} = \mathcal{J}_{k,p} + \frac{1}{2} \|z^{(k)} - H_k u^{(k)}\|^2_{R_k^{-1}}.$$ 

The latter has the “natural” recursive formulation

$$\mathcal{J}_{k,c} = \mathcal{J}_{k-1,c} + \frac{1}{2} \|u^{(k)} - A_{k-1}u^{(k-1)}\|_Q^{-1} + \frac{1}{2} \|z^{(k)} - H_k u^{(k)}\|^2_{R_k^{-1}}.$$ 

We estimate $u^{(k)}$ as the arg min of $\mathcal{J}_{k,c}$. When solving $\nabla \mathcal{J}_{k,c} = 0$, we apply the Newton method, that reads

$$\mathcal{H}(u_{new} - u_{old}) = -\nabla \mathcal{J}_{k,c}(u_{old})$$

(27)
where $\mathcal{H}$ is the Hessian matrix associated to $J_{k,c}$. By selecting $u_{old} = \hat{u}^{(k)} = A_{k-1} \hat{u}^{(k-1)}$, it is possible to prove \cite{42} that the Kalman estimate $\hat{u}^{(k)}$ is the solution $u_{new}$ of (27). In the case of a linear system, $u_{new} = \hat{u}^{(k)}$ minimizes $J_{k,c}$. In fact, Newton method converges in one iteration when applied to linear equations.

### 2.3.3 Computational issues associated with the Kalman Filter

There are several issues associated with practical computation of the Kalman filter. Here we mention just a few.

From the numerical viewpoint the implementation of the filter following closely the formulas given above has a cost of $\mathcal{O}(n^3)$ operations at each time iteration, where $n$ is the dimension of the matrix $A$. This cost is basically driven by the computation of the variance and gain matrices. For systems coming from the discretization of partial differential equations, $n$ may be a fairly large number. However, the matrix is usually sparse and - as it is well known - this may reduce significantly the storage requirements and the number of operations. In addition, computational cost may still be an issue and specific methods for reducing the costs are mandatory. Among the others, we mention the replacement of the estimate covariance matrix with the asymptotic one (when the system dynamics is time independent) obtained by solving the ARE, as pointed out above.

Another computational issue is numerical stability. In particular, when computing the estimate variance matrix, equation (21) depends linearly on the computation error associated with the Kalman gain matrix $K$. In this respect, using Joseph formula is beneficial, since numerical errors are propagated quadratically. More in general, numerical errors may lead to computing non-positive covariance matrices. This problem can be faced by resorting to appropriate Cholesky or LDL$^T$ factorizations of the covariance matrices that guarantee their numerical positiveness, leading to the so-called square root form of the filter.

### 2.4 Extension of the Kalman Filter to nonlinear problems

The most relevant limitation of the Kalman filter theory presented is that it relies upon linearity of the dynamical system, and that Gaussian densities remain Gaussian after linear transformations. However, in most of practical applications, the problem to solve is nonlinear. We show an important example hereafter (and many others later on, for the applications relevant to the contents of the present book).

We need therefore to find a way for extending the method to nonlinear cases, by properly approximating the procedures. We see methods based on both linearization as well as sampling.
2.4.1 Parameter identification via Kalman filter

Consider a problem represented by a dynamical system with some parameters that we want to identify. We defined this as an identification problem. A possible approach to the problem is to add the parameter to the list of state variables and then to perform an estimation procedure. In general, this leads to a nonlinear dynamics. This approach is called state augmentation technique. We illustrate this in a case with a linear dynamics for the state variable \( u \)

\[
\begin{align*}
\mathbf{u}^{(k)} &= A(\vartheta)\mathbf{u}^{(k-1)} + \mathbf{b}^{(k)} \\
\mathbf{z}^{(k)} &= H(\vartheta)\mathbf{u}^{(k)} + \mathbf{\nu}^{(k)}.
\end{align*}
\] (28)

We assume for simplicity that \( \vartheta \) is a time independent stochastic variable, so we have

\[
\vartheta^{(k)} = \vartheta^{(k-1)} + \varepsilon^{(k)}
\]

with \( \varepsilon^{(k)} \sim \mathcal{G}(0, \sigma_k) \), uncorrelated with other sources of noise. We augment the list of state variables of the parameter, so we have

\[
\mathbf{v}^{(k)} = \begin{bmatrix} \mathbf{u}^{(k)} \\ \vartheta^{(k)} \end{bmatrix} \Rightarrow \mathbf{v}^{(k)} = \begin{bmatrix} A(\vartheta^{(k-1)})\mathbf{u}^{(k-1)} \\ \vartheta^{(k-1)} \end{bmatrix} + \begin{bmatrix} \mathbf{b}^{(k)} \\ \varepsilon^{(k)} \end{bmatrix},
\] (29)

with

\[
\mathbf{z}^{(k)} = H(\vartheta^{(k)})\mathbf{u}^{(k)} + \mathbf{\nu}^{(k)}.
\]

In general, this is now a nonlinear augmented system so that the Kalman filter method presented above cannot be applied.

2.4.2 The Extended Kalman Filter

The Extended Kalman Filter (EKF) is the most immediate approach to extend the filter based on the linearization of both the system dynamics and of the observation process. Let us consider the nonlinear dynamic system

\[
\begin{cases}
\mathbf{u}^{(k)} = \mathcal{A}(\mathbf{u}^{(k-1)}) + \mathbf{b}^{(k)} \\
\mathbf{z}^{(k)} = \mathcal{H}(\mathbf{u}^{(k)}) + \mathbf{\nu}^{(k)}.
\end{cases}
\]

We still follow the minimal variance approach and introduce the tangent operators, i.e. the Jacobian matrices

\[
\mathcal{A}'(\cdot) = \frac{\partial \mathcal{A}(\cdot)}{\partial \mathbf{u}}, \quad \mathcal{H}'(\cdot) = \frac{\partial \mathcal{H}(\cdot)}{\partial \mathbf{u}}.
\]

After linearization, we get an extension of the Kalman filter. This reads

1. Prediction

(a) \( \mathbf{u}^{(k)}_p = \mathcal{A}(\mathbf{u}^{(k-1)}_c) \),

(b) \( \Lambda^{(k)}_p = \mathcal{A}'(\mathbf{u}^{(k-1)}_c)\Lambda^{(k-1)}_c(\mathcal{A}'(\mathbf{u}^{(k-1)}_c))^T + Q_{k-1} \).
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2. Correction

Kalman gain:

\[ K_k = \Lambda_p^{(k)} \mathcal{H}'(u_p^{(k)})^T \left( \mathcal{H}'(u_p^{(k)}) \Lambda_p^{(k)}(\mathcal{H}'(u_p^{(k)}))^T + R_k \right)^{-1}. \]

(a) State estimate:

\[ u_c^{(k)} = u_p^{(k)} - K_k \left( z^{(k)} - \mathcal{H}(u_p^{(k)}) \right). \]

(b) Covariance estimate:

\[ \Lambda_c^{(k)} = \Lambda_p^{(k)} - K_k \mathcal{H}'(u_p^{(k)}) \Lambda_p^{(k)}. \]

As to be expected, most of the analysis holding for the linear case cannot be trivially extended to this case, since the covariance matrices associated with the errors depend on the linearization procedure. In particular, they depend on the set of observations so they are a random process. In addition, they are only an approximation of the error covariance and this leads to biased state estimates \((\mathcal{E} \left( e_c^{(k)} \right) \neq 0)\). Another drawback is the computational cost associated with the tangent operators, that for problems coming from the discretization of partial differential equations may be fairly expensive.

Nevertheless, we address the case of parameter estimation with the EKF.

**EKF and parameter estimation** Let us apply EKF to (29), with

\[ \mathcal{A}'(v) = \begin{bmatrix} \mathbf{A}(\vartheta) \frac{\partial \mathbf{A}}{\partial \vartheta} u \\ O \end{bmatrix}, \mathcal{H}'(v) = \begin{bmatrix} \mathbf{H}(\vartheta) \frac{\partial \mathbf{H}}{\partial \vartheta} u \end{bmatrix}. \]

In many cases, \( \mathbf{H} \) is independent of \( \vartheta \) so that the last entry in \( \mathcal{H}'(v) \) is zero. We assume that this is the case hereafter. In this form, the parameter estimation is performed following the EKF steps. The covariance matrix of the augmented status will be

\[ \Lambda_{augm,c} \equiv \begin{bmatrix} \Lambda_{u,c} & \Lambda_{u\vartheta,c} \\ \Lambda_{u\vartheta,c}^T & \Lambda_{\vartheta,c} \end{bmatrix} \]

where the dot can be either \( p \) in the prediction or \( c \) for the correction (or estimate). Then, we have the following steps.

1. **Prediction**

(a) \( u_p^{(k)} = \mathcal{A}(\vartheta_c^{(k-1)}) u_c^{(k-1)}, \vartheta_p^{(k)} = \vartheta_c^{(k-1)} \)

(b) \( \Lambda_{augm,p}^{(k)} = \begin{bmatrix} \mathbf{A} \mathbf{A}_c^{(k-1)} A^T + B + B^T + \frac{\partial \mathbf{A}}{\partial \vartheta} \mathbf{u}_c^{(k-1)} \Lambda_{\vartheta,c}^{(k-1)} \mathbf{u}_c^{(k-1),T} \frac{\partial \mathbf{A}}{\partial \vartheta} & C \\ C^T \end{bmatrix} \)

where \( B = \mathbf{A} \mathbf{A}_c^{(k-1)} \mathbf{u}_c^{(k-1),T} \frac{\partial \mathbf{A}}{\partial \vartheta}, C = \mathbf{A} \mathbf{A}_{\vartheta,c}^{(k-1)} + \frac{\partial \mathbf{A}}{\partial \vartheta} \mathbf{u}_c^{(k-1)} \Lambda_{\vartheta,c}^{(k-1)} \)

and all the occurrences of \( \mathbf{A} \) and its derivative are computed in \( \vartheta_c^{(k-1)} \).
2. Correction

Kalman gain:

\[ K_k = \begin{bmatrix} \Lambda^{(k)}_{p,u} H^T & \Lambda^{(k)}_{p,u} \vartheta H^T + R_k \end{bmatrix}^{-1} = \begin{bmatrix} K_{k,1} \\ K_{k,2} \end{bmatrix}. \]

(a) State and Parameter:

\[ u^{(k)}_c = u_{p}^{(k)} - K_{k,1} \left( z^{(k)} - H(\vartheta^{(k)}_p) u^{(k)} \right), \]

\[ \vartheta^{(k)}_c = \vartheta^{(k)}_p - K_{k,2} \left( z^{(k)} - H(\vartheta^{(k)}_p) u^{(k)} \right). \]

(b) Covariance estimate:

\[ \Lambda^{(k)}_{augm,c} = \Lambda^{(k)}_{augm,p} - \begin{bmatrix} K_{k,1} H(\vartheta^{(k)}_p) \Lambda^{(k)}_{p,u} & K_{k,1} H(\vartheta^{(k)}_p) \Lambda^{(k)}_{p,\vartheta} \\ K_{k,2} H(\vartheta^{(k)}_p) \Lambda^{(k)}_{p,u} & K_{k,2} H(\vartheta^{(k)}_p) \Lambda^{(k)}_{p,\vartheta} \end{bmatrix}. \]

It is worth noting that in this way we have a sort of adaptive filtering, since the improvement of knowledge of the parameter affects the quality of the state estimate in a self-learning process.

As we have pointed out in the Introduction, there are several ways to perform parameter estimation (see e.g. [2, 3]), this one is just an example. In Section 4.2 we present an example relevant to fluid-structure interaction. Since EKF suffers from the computation of the tangent operators, this can be avoided by resorting to a different extension of the Kalman Filter, that we introduce in the next Section.

**Remark 2.4** EKF can be regarded as the result of the application of one iteration of the Gauss-Newton method for the minimization of a suitable mismatch functional, as we have seen for the linear case. For more details, see [42].

2.5 The Unscented Kalman Filter (UKF)

As pointed out above, errors associated with the linearization of EKF lead in general to sub-optimal performances. In the UKF [45], the basic idea is to approximate the evolution of the nonlinear dynamic system not by linearization but by deterministic sampling, following the so-called unscented transformation (UT). The basic idea of UT is that “it is easier to approximate a Gaussian distribution than it is to approximate an arbitrary nonlinear function or transformation” [44]. For this reason, the nonlinear dynamics in UKF is statistically approximated by mean and covariance of samples suitably selected for the state variable to be estimated.

For instance, suppose to have a scalar Gaussian random variable \( u^{(k)} \) with mean \( \mu \) and variance \( \lambda^2 \). At the first step we determine two samples of \( u^{(k)} \), as \( s_{1,2} = \mu \pm \lambda \). If we need to approximate a nonlinear evolution \( u^{(k+1)} = f(u^{(k)}) \), we compute the samples \( f_i \equiv f(s_i) \) and take

\[
\mathcal{E} \left( u^{(k+1)} \right) \approx w_1 f_1 + w_2 f_2 = \bar{f},
\]

\[
\mathcal{E} \left( (f(u^{(k)}) - \mathcal{E}(f(u^{(k)})))^2 \right) \approx w_1 (f_1 - \bar{f})^2 + w_2 (f_2 - \bar{f})^2 + \ldots
\]
where $w_i$ are suitable weighting coefficients.

The selection of the sampling points (called $\sigma$-points) is clearly of paramount importance and can be done in different ways. In general [73, 45, 44], a canonical choice for a state variable $u^{(k)}$ of size $n$, with Gaussian distribution with mean $E(u^{(k)})$ and covariance matrix $\Lambda$ reads

$$s_0 = E(u^{(k)}), s_i = E(u^{(k)}) + \left(\sqrt{(n + \kappa)\Lambda}\right)_i, s_{i+n} = E(u^{(k)}) - \left(\sqrt{(n + \kappa)\Lambda}\right)_i, \quad i = 1, 2, \ldots n,$$

$$w_0 = \frac{\kappa}{\kappa + n}, \quad w_i = w_{i+n} = \frac{\kappa + n}{2}, \quad i = 1, 2, \ldots n,$$

where $\kappa$ is a real scaling factor and $\left(\sqrt{(n + \kappa)\Lambda}\right)_i$ is the $i$-th row of the matrix $\sqrt{(n + \kappa)\Lambda}$. This can be computed by a Cholesky factorization of the s.p.d. matrix. Other criteria for sampling can be however pursued [6].

The UKF will eventually consist of a sampling step, followed by the “Kalman-like” prediction and correction steps.

1. **Sampling** - Let $C(\cdot)$ denote the Cholesky decomposition of a s.p.d. matrix. We take

$$C^{(k-1)}_{k-1} = \sqrt{n + \kappa}C(L^{(k-1)}_p), \quad u_0^{(k-1)} = u^{(k-1)}_c, \quad u_i^{(k-1)} = u^{(k-1)}_c + C^{(k-1)}_{k-1,i}, \quad i = 1, 2, \ldots n,$$

$$u_{i+n}^{(k-1)} = u^{(k-1)}_c + C^{(k-1)}_{k-1,i}, \quad i = 1, 2, \ldots n.$$

2. **Prediction** - Let $w_i$ be the weight coefficients.

$$u^{(k)}_{p,i} = L_p(u^{(k-1)}_{p,i}) \quad \text{sample evolution}$$

$$u^{(k)}_p = \sum_i w_i u^{(k)}_{p,i}, \quad L^{(k)}_p = \sum_i w_i (u^{(k)}_{p,i} - u^{(k)}_p) (u^{(k)}_{p,i} - u^{(k)}_p)^T$$

3. **Correction**

$$z_i^{(k)} = H(u^{(k)}_{p,i})$$

$$\Lambda^{(k)}_{p,o} = \sum_i w_i (z_i^{(k)} - H(u^{(k)}_p)) (z_i^{(k)} - H(u^{(k)}_p))^T$$

$$\Lambda^{(k)}_{p,o} = \sum_i w_i (z_i^{(k)} - H(u^{(k)}_p)) (u^{(k)}_{p,i} - u^{(k)}_p) (u^{(k)}_{p,i} - u^{(k)}_p)^T$$

$$K_k = L^{(k)}_{p,o} (L^{(k)}_{p,o})^{-1}$$

$$u^{(k)}_c = u^{(k)}_p + K_k (z^{(k)} - H(u^{(k)}_p))$$

$$\Lambda^{(k)}_c = L^{(k)}_p - L^{(k)}_{p,o} (L^{(k)}_{p,o})^{-1} L^{(k)}_{p,o}. \quad \text{Correction}$$

Examples of this method can be found in [73]. UKF dual estimation is in particular the identification of parameters of the model simultaneous to
the state estimation, similarly to what we have illustrated for the EKF. In this respect, we will see an example in Section 4.2. A smart implementation of the methods may be necessary for problems coming from the discretization of partial differential equations, using for example the so-called Factorized UKF. In particular, for parameter estimation, computational cost can be reduced by assuming that uncertainty affects only the parameter of interest and not the entire state. For more details, see [6, 54].

3 Deterministic variational assimilation methods

In this Section, we consider a different approach for data assimilation, based on a deterministic approach. We do not necessarily rely upon a priori statistical knowledge of the process and we formulate the problem as a minimization procedure, where the mathematical paradigm acts as a constraint. For instance, referring to Fig. 3, with an educated guess we can decide a functional form for \( w \) and then fit this form with the measures. In other words we find \( w \) belonging to some class of functions \( V \) such that

\[
\text{dist}(z, \text{Observation}(w)) \leq \text{dist}(z, \text{Observation}(v))
\]

for all \( v \in V \), where Observation\((v)\) is the application of the mathematical representation of the measure process to \( v \), to be compared with the “real” measure \( z \). If the measures are trustworthy, we could derive a model for capturing exactly the data pursuing an interpolation approach. In general measures are noisy and we resort to a Least Squares (LS) procedure, so that the model fits the data in a “weaker” sense. Notice that the definition of the distance is somehow arbitrary. For instance it could include an a priori knowledge of the location of data more trustworthy than others by means of proper coefficients that give more relevance to these data.

In the general case of interest for our applications when we have a dynamical system evolving, we can recast the assimilation procedure as a control problem. In a very abstract setting, we may list the ingredients of this approach as follows (see Fig. 6).

A mathematical model describing the dynamics of interest for the variables or physical quantities describing the state of the system we are interested in. In our problems, this model or paradigm is given by a system of partial differential equations and, more precisely, a model describing fluid-structure interaction. In this case, the state variables are represented by the velocity, the pressure of the fluid and the displacement of the structure.

A set of observations or measurements of the state variables or, more in general, of a function of the state.

A functional \( J \) to be minimized. In general, this is the discrepancy between the results obtained by the mathematical (numerical) model and the available data.
Figure 6: Possible approaches for the estimate with a system dynamics: here we do not use stochastic knowledge and we refer to the concept of controllability: the estimate is reformulated as a control process.

A control variable (CV), which is the variable that we tune to get the minimization done. Its choice strongly depends on the purpose of the assimilation. For instance, in identification (parameter estimation) problems, the parameter(s) to be identified will be the control variable(s) to drive the minimization.

Solution of constrained minimization problems with distributed models (partial differential equations) acting as constraint has been considered by several authors [34, 69, 66, 2]. With no claim to be exhaustive, in the present Section we provide some general solution methods with simple examples, that have been used in applications of interest for biomedical fluid-structure interaction problems. Since minimization procedures resort typically to iterative methods, the solution of the system of partial differential equation representing the model needs typically to be solved several times. This rapidly leads to high computational costs, in particular when working on unsteady problems, as the ones we are interested in. We need to address therefore the problem of reducing the computational costs.

The key concept in this case is controllability - which is the dual concept of observability advocated in the previous Section - in other terms the effectiveness of the control strongly depends on the sensitivity of the functional to be minimized to the control variable. More the functional is sensitive to the control and most likely the minimization will be successful. This is somehow a change in the usual perspective of solving problems in engineering. As a matter of fact, high sensitivity comes from a lack of stability or robustness and the control action is intended to recover these properties. For instance, in the case of fluids we should expect a control to be more effective when the Reynolds number is high,
because in this case, in general, the variable of interests are more sensible to perturbations and for this reasons they may be controlled.

The entire Section is largely based on [37], Chapters 2 and 5.

### 3.1 Least squares estimators

As we have done in the previous Section, we start with some considerations on the “steady” case, when we perform an In-Out constrained minimization (Fig. 3).

Suppose that we have a sequence of measures of the same variable \( \mathbf{w} \in \mathbb{R}^n \) affected by noise,

\[ z_i = \mathbf{H}_i \mathbf{w} + \text{noise}_i, \quad i = 1, 2, \ldots m. \]

We do not postulate any \( a \text{ priori} \) probabilistic knowledge of the noise. The problem of estimating \( \mathbf{w} \) from these measures has a classical deterministic formulation given by the Least-Squares (LS) approach. More precisely, the problem is formulated as: find the optimal \( \mathbf{w} \) such that

\[ \mathbf{w} = \arg \min J, \]

where

\[ J = \frac{1}{2} \sum_{i=1}^{m} (z_i - \mathbf{H}_i \mathbf{w})^T \Omega^{-1}_m (z_i - \mathbf{H}_i \mathbf{w}) \]

and \( \Omega^{-1}_m \) is a \( n \times n \) weight matrix, which is assumed to be s.p.d. Let

\[
\mathbf{\hat{H}}_m = \begin{bmatrix} \mathbf{H}_1 \\ \mathbf{H}_2 \\ \vdots \\ \mathbf{H}_m \end{bmatrix} \in \mathbb{R}^{nm,n}, \quad \mathbf{\hat{z}} = \begin{bmatrix} z_1 \\ z_2 \\ \vdots \\ z_m \end{bmatrix} \in \mathbb{R}^{nm}, \quad \hat{\Omega}_m = \begin{bmatrix} \Omega_m & \mathbf{O} \\ \mathbf{O} & \mathbf{\Omega}_m \end{bmatrix}
\]

then,

\[ J = \frac{1}{2} (\mathbf{\hat{z}} - \mathbf{\hat{H}}_m \mathbf{w})^T \hat{\Omega}_m^{-1} (\mathbf{\hat{z}} - \mathbf{\hat{H}}_m \mathbf{w}) \]

Solving

\[ \frac{\partial J}{\partial \mathbf{w}} = 0 \]

we find

\[ \mathbf{\hat{H}}_m^T \hat{\Omega}_m^{-1} (\mathbf{\hat{z}} - \mathbf{\hat{H}}_m \mathbf{w}_{LS}) = 0. \]

Thus,

\[ \mathbf{w}_{LS} = \left( \mathbf{\hat{H}}_m^T \hat{\Omega}_m^{-1} \mathbf{\hat{H}}_m \right)^{-1} \mathbf{\hat{H}}_m^T \hat{\Omega}_m^{-1} \mathbf{\hat{z}} = \Lambda_m \mathbf{\hat{H}}_m^T \hat{\Omega}_m^{-1} \mathbf{\hat{z}}. \]

where \( \Lambda_m = (\mathbf{\hat{H}}_m^T \hat{\Omega}_m^{-1} \mathbf{\hat{H}}_m)^{-1}. \)
Remark 3.1 Let us consider a recursive formulation of this problem, obtained adjusting an available estimate (based on previous observations) when a new observation becomes available. Let us write recursively for \( k > 1 \)

\[
\begin{align*}
\hat{H}_k &= \begin{bmatrix} \hat{H}_{k-1} \\ H_k \end{bmatrix}, \\
\hat{z}_k &= \begin{bmatrix} \hat{z}_{k-1} \\ z_k \end{bmatrix}.
\end{align*}
\]

We also write

\[
\hat{\Omega}_k^{-1} = \begin{bmatrix} \hat{\Omega}_{k-1}^{-1} & 0 \\ 0 & \Omega_k^{-1} \end{bmatrix},
\]

where \( \Omega_k^{-1} \) is a s.p.d. matrix. With this notation, we may write

\[
\hat{H}_k^T \hat{\Omega}_k^{-1} \hat{H}_k = \hat{H}_{k-1}^T \hat{\Omega}_{k-1}^{-1} \hat{H}_{k-1} + H_k^T \Omega_k^{-1} H_k.
\]

or, with the (suggestive) notation introduced above

\[
\Lambda_k^{-1} = \Lambda_{k-1}^{-1} + H_k^T \Omega_k^{-1} H_k.
\]

By the Sherman-Morrison-Woodbury formula we obtain

\[
\Lambda_k = (\Lambda_{k-1}^{-1} + H_k^T \Omega_k^{-1} H_k)^{-1} = \Lambda_{k-1} - \Lambda_{k-1} H_k^T (\Omega_k + H_k \Lambda_{k-1} H_k^T)^{-1} H_k \Lambda_{k-1}.
\]

Let us introduce the matrix

\[
G_k = \Lambda_{k-1} H_k \left( \Omega_k + H_k \Lambda_{k-1} H_k^T \right)^{-1},
\]

so we have

\[
\Lambda_k = (I - G_k H_k) \Lambda_{k-1}.
\]

From here, we can obtain the recursive formula (see [68], Section 4.3)

\[
\hat{w}_{k}^{LS} = \hat{w}_{k-1}^{LS} + G_k \left( z_k - H_k \hat{w}_{k-1}^{LS} \right),
\]

that has a formal analogy with Kalman filter formulas, even though in this case the dynamics is not related to the state (no dynamics occurs on \( w \)) but just to the addition of new measures. In this respect, \( z_k - H_k \hat{w}_{k-1}^{LS} \) represents the net content of new information brought by the new measure.

When we assume that the state evolves, the mathematical equation describing the dynamics may be used as a constraint to the minimization process. Algebraic aspects of constrained LS problems, with both equality and inequality constraints, have been addressed in [35] Chapter 12. For instance, we may consider the problem: find \( x \) such that

\[
x = \arg \min \| Ax - b \|_2, \quad Bx = d
\]

where \( A \) is a \( m \times n \) matrix, \( B \) is \( p \times n \), \( b \in \mathbb{R}^m \), \( d \in \mathbb{R}^b \). We assume that the matrices are both full-rank. The problem can be solved by an application of the Generalized Singular Value Decomposition (GSVD),

\[
U^T A = \text{diag}(\alpha_1, \alpha_2, \ldots, \alpha_n) = D_A, \quad V^T B = \text{diag}(\beta_1, \beta_2, \ldots, \beta_p) = D_B,
\]

\[
\Omega = \text{diag}(\alpha_1, \alpha_2, \ldots, \alpha_n, \beta_1, \beta_2, \ldots, \beta_p),
\]

\[
\begin{align*}
\alpha_1 &> \ldots > \alpha_n > 0, \\
\beta_1 &> \ldots > \beta_p > 0.
\end{align*}
\]
with \( U \) and \( V \) orthogonal matrices and \( x_i \) are the columns of \( X \) for \( i = 1, 2, \ldots, n \). The solution to this problem then reads [35]

\[
x = \sum_{i=1}^{p} \frac{v_i^T d}{\beta_i} x_i + \sum_{i=p+1}^{n} \frac{u_i^T b}{\alpha_i} x_i.
\]

We can consider the associated unconstrained LS problem

\[
x = \arg \min \| A x - \frac{b}{\lambda d} \|_2
\]

This can be solved with an ordinary LS procedure. Using the GSVD decomposition, it is possible to find the solution

\[
x(\lambda) = \sum_{i=1}^{p} \frac{\alpha_i u_i^T b + \lambda^2 \beta_i^2 v_i^T d}{\alpha_i^2 + \lambda^2 \beta_i^2} x_i + \sum_{i=p+1}^{n} \frac{u_i^T b}{\alpha_i} x_i,
\]

from which it is promptly realized that the solution to the constrained minimization problem \( x = \lim_{\lambda \to \infty} x(\lambda) \). In the next Section, we see a similar approach for solving unconstrained minimization when the constraint is represented by a partial differential equation.

### 3.2 Constrained minimization problems with PDEs: a simple working example

To be concrete, we illustrate techniques of constrained minimization with partial differential equations on the following problem. Let \( \Omega \subset \mathbb{R}^n \) (\( n = 2, 3 \)) and \( \partial \Omega \) be denoted by \( \Gamma \). We assume that \( u(x) \) is the state variable that obeys the following equation

\[
-\Delta u + b \cdot \nabla u + \gamma u + u^3 = \sum_{i=1}^{K} \alpha_i f_i, \quad \text{in } \Omega
\]

(30)

\( \gamma \) and \( \alpha_i \) (\( i = 1, \ldots, K \)) are real coefficients. \( \alpha \in \mathbb{R}^K \) is the vector with entries \( \alpha_i \), \( b \) is a divergence free vector function. In our applications, \( b \) may represent the blood flow, and \( u \) the concentration of some solute in the blood. We assume to have a reference or desired function \( d(x) \) we would like to be approximated by \( u(x) \). We assume moreover

\[
u = 0 \quad \text{on } \partial \Omega.
\]

(31)

We assume that \( \gamma \) and \( \alpha_i \) are unknown parameters. They need to be computed so to drive the state variable to the reference behavior. We formulate therefore the problem:\footnote{A similar problem has been investigated as a simplified model of superconductivity in [69]}

\[
J(u) = \frac{1}{2} \int_{\Omega} (u(x) - d(x))^2 \text{d}x,
\]

\[\text{minimize } J(u) \text{ subject to } u = \begin{cases} 0 & \text{on } \partial \Omega \\ \text{given} & \text{in } \Omega \end{cases} \]
where $u(x)$ solves (30), (31).

Quite often $\mathcal{J}$ is added with a term depending explicitly on the parameters to be estimated in the form

$$
\mathcal{J}_R(u, \alpha, \gamma) = \mathcal{J}(u) + \frac{\sigma_1}{2} \| \alpha \|^2 + \frac{\sigma_2}{2} \| \gamma - \gamma_{ref} \|^2,
$$

(32)

where $\sigma_1$ and $\sigma_2$ are constants and $\| \cdot \|$ denotes a generic (convenient) norm; in the remainder of the Section we assume $\| \cdot \| = \| \cdot \|_2$. This modification may have both practical and theoretical reasons.

1. **First practical motivation**: when the control variable corresponds to a physical control, like the coefficients $\alpha$, it implies a practical cost (intended in a broad sense as the energy required to apply it). For this reason, the “size” of the control cannot be too large. The correction of $\mathcal{J}$ with $\frac{\sigma_1}{2} \| \alpha \|^2$ is a “penalization” that includes the cost of the control\(^6\).

2. **Second practical motivation**: in some cases, in particular when identifying a parameter, a “nominal” reference guess is available, based for instance on averaging available measures or samples. This is denoted here by $\gamma_{ref}$ and the real value is supposed to be “not too far” from this value. This leads to the term $\frac{\sigma_2}{2} \| \gamma - \gamma_{ref} \|^2$ that penalizes the difference respect to the nominal value.

3. **Mathematical motivation**: If we hypothetically consider only the terms $\mathcal{J}_R(u, d) = \frac{\sigma_1}{2} \| \alpha \|^2 + \frac{\sigma_2}{2} \| \gamma - \gamma_{ref} \|^2$, the function to be minimized has excellent mathematical properties. It is actually quadratic and the minimization leads clearly to the solution $(\alpha, \gamma) = (0, \gamma_{ref})$. We infer therefore that the term $\mathcal{J}_R$ has a regularizing effect on the minimization properties, balancing the bad (or not so good) properties of the original constrained minimization. As a matter of fact, in general the original problem may be ill-posed, featuring multiple local minima or none. The term $\mathcal{J}_R$ with a proper selection of the weights $\sigma_1$ and $\sigma_2$ allows us in general to have a well-posed problem. For this reason, when solving this kind of inverse problems, this term is often called regularization (Tikhonov regularization in the form in (32)). Other forms of regularization may be considered in practice, but they will not be addressed here (see [23, 38]).

The appropriate selection of weights $\sigma_{1,2}$ is not trivial. It is actually a trade-off between the minimization of the mismatch (that requires these weights to be small) and the regularization of the problem (that in general is improved for large positive values). Different strategies are possible. A general approach is to identify values such that the impact of additional terms on the non-regularized functional is bounded by the numerical errors, so to reduce the effects on mismatch minimization within the range acceptable after approximations, while improving the conditioning properties of the problem. See e.g. [67, 72].

\(^6\)This could be done also with unilateral constraints $\| \alpha \| \leq \text{max-cost-allowed}$.
3.2.1 Gâteaux and Fréchet derivatives

For the solution of a PDE constrained optimization problem, we need to be able to differentiate operators acting between functional spaces. In particular, let $\mathcal{F} : X \to Y$, $X$ and $Y$ being appropriate functional spaces and let $u, v \in X$. The derivative of $\mathcal{F}$, in the direction $v$ can be computed as

$$D \mathcal{F}(u; v) := \lim_{\varepsilon \to 0} \frac{\mathcal{F}(u + \varepsilon v) - \mathcal{F}(u)}{\varepsilon}.$$ 

Such derivative is called Gâteaux derivative. As an example, take $G(u) = (u - f)^2$, then

$$D G(u; v) = \lim_{\varepsilon \to 0} \frac{(u + \varepsilon v - f)^2 - (u - f)^2}{\varepsilon} = \lim_{\varepsilon \to 0} \frac{2\varepsilon(u - f)v + \varepsilon^2 v^2}{\varepsilon} = 2(u - f)v.$$

It is often possible to write the Gâteaux derivative of $\mathcal{F}$ in any direction $v$, as the application of a bounded linear operator $\frac{D \mathcal{F}}{Du} |_u$ to $v$. Such operator is called Fréchet derivative. In the following we assume that the Fréchet derivative exists and we write

$$D \mathcal{F}(u; v) = \frac{D \mathcal{F}}{Du} |_u (v).$$

In our example, $\frac{D \mathcal{F}}{Du} |_u = 2(u - f)$. It is possible to show that the Gâteaux derivative of $G(u) = u^T A u$, in the direction $v$, where $u$ and $v$ are vector functions and $A$ is a constant square matrix of compatible dimensions, reads

$$D G(u, v) = u^T A v + v^T A u = u^T (A + A^T)v,$$

while its Fréchet derivative reads

$$\frac{D G}{Du} |_u = u^T (A + A^T),$$

with the understanding, in this case, that the application of the operator $\frac{D G}{Du} |_u$ to $v$ is the usual matrix vector product of the one-row matrix $\frac{D G}{Du} |_u$ and the vector $v$. As another example, consider $G(u) = -\Delta u$, then $D G(u, v) = -\Delta v$ and $\frac{D G}{Du} |_u = -\Delta$. In general, the derivative of a linear operator (the Laplacian operator in this case) is the linear operator itself.

The usual chain rule holds for the differentiation of composite functions

$$D (G \circ \mathcal{F})(u, v) = D G (\mathcal{F}(u), D \mathcal{F}(u, v)),$$

or

$$\bigg| \frac{D (G \circ \mathcal{F})}{Du} \bigg|_u = \frac{D (G \circ \mathcal{F})}{D \mathcal{F}} \bigg|_{\mathcal{F}(u)} \left( \frac{D \mathcal{F}}{Du} |_u \right).$$
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3.2.2 Gradient-based optimization approaches

A common and effective approach to deal with optimization constrained by partial differential equations, is to include directly the constraint in the functional to be minimized. In this way, the minimization procedure is recast in an unconstrained case and the solution is obtained with classical arguments. In particular, the first order necessary conditions are obtained by setting to 0 the gradient of the functional.

In our case, this means that the solution $u$ is computed as a function of the control variables $\alpha$ and $\gamma$ and the total derivative of $J_R$, regarded as function of these variables, is set to 0. This procedure admits an iterative implementation. Let us denote the state problem (30), (31) with the abstract notation $F(u, \alpha, \gamma) = 0$.

Assume that an initial guess $\alpha^{(0)}$ and $\gamma^{(0)}$ is given. Typically, we take $\gamma^{(0)} = \gamma_{ref}$. Then, we perform the following steps for $j = 0, 1, 2, \ldots$:

- find the state variable $u^{(j)}$ solution to $F(u, \alpha^{(j)}, \gamma^{(j)}) = 0$;
- compute $DJ_R(u^{(j)}, \alpha^{(j)}, \gamma^{(j)})/D\alpha|_{\alpha^{(j)}}$ and $D\alpha^{(j)}, \gamma^{(j)}/D\gamma|_{\gamma^{(j)}}$;
- if $\|DJ_R(u^{(j)}, \alpha^{(j)}, \gamma^{(j)})/D[\alpha, \gamma]\|$ is sufficiently small, solution is reached;
- else compute a new guess $\alpha^{(j+1)}$, $\gamma^{(j+1)}$, for instance by setting

$$
\alpha_i^{(j+1)} = \alpha_i^{(j)} - \omega_i^{(j)} \frac{DJ_R(u^{(j)}, \alpha^{(j)}, \gamma^{(j)})}{D\alpha_i}, \quad i = 1, 2, \ldots K
$$

$$
\gamma^{(j+1)} = \gamma^{(j)} - \omega_{K+1}^{(j)} \frac{DJ_R(u^{(j)}, \alpha^{(j)}, \gamma^{(j)})}{D\gamma},
$$

where $\omega_i^{(j)}$, $i = 1, 2, \ldots, K + 1$ are numerical coefficients that drive the convergence of the procedure.

This approach, based on (33), belongs to the family of steepest descent methods and the parameters $\omega_i$ define the step performed in updating the solution along the line identified by the gradient. These coefficients, in general, may be dynamically determined at each iteration. Other iterative methods may be considered for the sake of effectiveness. Among the others, a method that usually outperforms the steepest descent approach is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method (see e.g. [58]); another common choice is the Gauss-Newton method. The latter finds the roots of $DJ_R/D[\alpha, \gamma] = 0$ using the Newton method, that means that, at each iteration $j$, the minimization of the paraboloid tangent to $J_R$ in $\alpha^{(j)}, \gamma^{(j)}$ is performed. The method is potentially second order, but it has the drawback that the Hessian of the functional $J_R$ is needed.

The most troublesome step in the previous algorithm is the computation of the gradients $DJ_R(u^{(j)}, \alpha^{(j)}, \gamma^{(j)})/D[\alpha, \gamma]$. Let us address two possible methods.
3.2.3 Gradient computation through sensitivities

A possible way for computing the gradients relies upon the chain rule

\[
\frac{D\mathcal{J}_R}{D\alpha_i} \bigg|_{\alpha_i^{(j)}} = \frac{\partial \mathcal{J}_R}{\partial u} \bigg|_{u^{(j)}} \left( \frac{\partial u}{\partial \alpha_i} \bigg|_{\alpha_i^{(j)}} \right) + \frac{\partial \mathcal{J}_R}{\partial \alpha_i} \bigg|_{\alpha_i^{(j)}}, \quad i = 1, 2, \ldots, K + 1
\]

where for easiness of notation we set \( \alpha_{K+1} = \gamma \). We call sensitivities the derivatives

\[
\phi_i = \frac{\partial u}{\partial \alpha_i}, \quad \forall i = 1, 2, \ldots K + 1
\]

as they quantify the sensitivity of the solution to each control variable. From

\[
\mathcal{F}(u^{(j)}, \alpha^{(j)}) = 0 \Rightarrow \frac{D\mathcal{F}}{D\alpha_i} \bigg|_{u^{(j)}} = \frac{\partial \mathcal{F}}{\partial u} \bigg|_{u^{(j)}} \left( \phi_i^{(j)} \right) + \frac{\partial \mathcal{F}}{\partial \alpha_i} \bigg|_{u^{(j)}}, \quad i = 1, 2, \ldots K + 1
\]

we have

\[
\frac{\partial \mathcal{F}}{\partial u} \bigg|_{u^{(j)}} \left( \phi_i^{(j)} \right) = - \frac{\partial \mathcal{F}}{\partial \alpha_i} \bigg|_{u^{(j)}}.
\]

Sensitivities can be retrieved by solving this set of equations for \( i = 1, 2, \ldots, K + 1 \).

In particular, for our working example we have

\[
\frac{D\mathcal{J}_R}{D\alpha_i} \bigg|_{\alpha_i^{(j)}} = \frac{\partial \mathcal{J}_R}{\partial u} \bigg|_{u^{(j)}} \left( \phi_i^{(j)} \right) + \frac{\partial \mathcal{J}_R}{\partial \alpha_i} \bigg|_{\alpha_i^{(j)}} = \int_{\Omega} (u - d) \phi_i + \sigma_1 \alpha_i, \quad i = 1, 2, \ldots K
\]

\[
\frac{D\mathcal{J}_R}{D\gamma} = \frac{\partial \mathcal{J}_R}{\partial u} \bigg|_{u^{(j)}} \left( \phi_{K+1}^{(j)} \right) + \frac{\partial \mathcal{J}_R}{\partial \alpha_i} \bigg|_{\alpha_{K+1}^{(j)}} = \int_{\Omega} (u - d) \left( \phi_{K+1} + \sigma_2 (\gamma - \gamma_{\text{ref}}) \right).
\]

Notice that from the state equations (30), (31), we have for \( i = 1, 2, \ldots K + 1 \)

\[
\frac{\partial \mathcal{F}}{\partial u} \bigg|_{u^{(j)}} \left( \phi_i \right) = -\Delta \phi_i + b \cdot \nabla \phi_i + \gamma \phi_i + 3(u^{(j)})^2 \phi_i,
\]

and

\[
\frac{\partial \mathcal{F}}{\partial \alpha_i} \bigg|_{\alpha_i^{(j)}} = -f_i, \quad i = 1, 2, \ldots K
\]

\[
\frac{\partial \mathcal{F}}{\partial \gamma} \bigg|_{\gamma^{(j)}} = u^{(j)}.
\]

Then, the sensitivities equations read

\[
\begin{cases}
-\Delta \phi_i + b \cdot \nabla \phi_i + \gamma \phi_i + 3(u^{(j)})^2 \phi_i = f_i & \text{in } \Omega \\
-\Delta \phi_{K+1} + b \cdot \nabla \phi_{K+1} + \gamma \phi_{K+1} + 3(u^{(j)})^2 \phi_{K+1} = -u^{(j)} & \text{in } \Omega \\
\phi_i = 0, \quad i = 1, 2, \ldots K + 1 & \text{on } \partial \Omega.
\end{cases}
\]
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Notice that these equations are linear in the sensitivities. Finally, we have
\[
\frac{D J_R}{D \alpha_i}^{(j)} = \int_{\Omega} (u^{(j)} - d) \phi_i + \sigma_1 \alpha_i^{(j)}, \quad \frac{D J_R}{D \gamma} = \int_{\Omega} (u^{(j)} - d) \phi_{K+1} + \sigma_2 \gamma^{(j)}.
\]
Gradients of the functional with respect to the control variables following this approach requires therefore the solution of the \( K + 1 \) sensitivity equations.

3.2.4 Gradient computation through adjoint equations

In the following, we omit the iteration index \( j \) for simplicity. In the previous Section we computed the operator \( \frac{\partial F}{\partial u} \bigg|_u \) applied to the sensitivities \( \phi_i \). Let us consider the adjoint of this operator, which is the operator \( \left( \frac{\partial F}{\partial u} \right)^* \bigg|_u \) such that
\[
\langle \left( \frac{\partial F}{\partial u} \right)^* \bigg|_u \rho, v \rangle = \langle \rho, \frac{\partial F}{\partial u} \bigg|_u \rangle (v),
\]
for any \( v \) belonging to an appropriate functional space. Here \( \langle \cdot, \cdot \rangle \) indicates a duality pairing. In particular, in a finite dimensional setting, \( \langle \cdot, \cdot \rangle \) typically denotes the usual Euclidean dot product, while in the continuous setting, it denotes one of the integrals
\[
\begin{cases}
\langle u, v \rangle = \int_{\Omega} u v, \quad \text{for scalar functions,} \\
\langle u, v \rangle = \int_{\Omega} u \cdot v, \quad \text{for vector functions,} \\
\langle U, V \rangle = \int_{\Omega} U : V \quad \text{for tensor functions,}
\end{cases}
\]
In our example, we have
\[
\langle \rho, \frac{\partial F}{\partial u} \bigg|_u \rangle (v) = \int_{\Omega} \rho (-\Delta v + \mathbf{b} \cdot \nabla v + \gamma v + 3u^2 v).
\]
Integrating by parts, and choosing \( \rho \) to vanish on \( \Gamma \), we get\(^7\)
\[
\langle \rho, \frac{\partial F}{\partial u} \bigg|_u \rangle (v) = \int_{\Omega} (-\Delta \rho - \mathbf{b} \cdot \nabla \rho + \gamma \rho + 3u^2 \rho) v.
\]
Therefore, the adjoint operator reads
\[
\left( \frac{\partial F}{\partial u} \right)^* \bigg|_u = -\Delta \rho - \mathbf{b} \cdot \nabla \rho + \gamma \rho + 3u^2 \rho.
\]
\(^7\)We remind that we assumed \( \mathbf{b} \) to be divergence free.
We consider the following adjoint problem, whose solution, as we will see later, is crucial to find the derivatives of $\mathcal{J}$ with respect to the parameters.

\[< (\frac{\partial \mathcal{F}}{\partial u})^*|_u (\rho), v > = \frac{\partial \mathcal{J}_R}{\partial u}_u (v), \]  

(37)

for any $v$ belonging to appropriate functional spaces. In our specific example, this problem reads

\[\int_{\Omega} (-\Delta \rho - b \cdot \nabla \rho + \gamma \rho + 3u^2 \rho) v = \int_{\Omega} (u - d) v, \]

for any $v$, with $\rho$ vanishing on $\Gamma$. Since such equation must hold for any $v$, we get the strong form of the adjoint equation

\[\begin{cases} 
-\Delta \rho - b \cdot \nabla \rho + \gamma \rho + 3u^2 \rho = u - d & \text{in } \Omega \\
\rho = 0 & \text{on } \Gamma 
\end{cases} \]

Notice that once $\rho$ is computed by solving this equation, we may write for $i = 1, 2, \ldots, K + 1$

\[\frac{D\mathcal{J}_R}{D\alpha_i} = \frac{\partial \mathcal{J}_R}{\partial u} \left( \frac{\partial u}{\partial \alpha_i} \right) + \frac{\partial \mathcal{J}_R}{\partial \alpha_i} = < (\frac{\partial \mathcal{F}}{\partial u})^*|_u (\rho), \frac{\partial u}{\partial \alpha_i} > + \frac{\partial \mathcal{J}_R}{\partial \alpha_i} = < \rho, \frac{\partial \mathcal{F}}{\partial u} \left( \frac{\partial u}{\partial \alpha_i} \right) > + \frac{\partial \mathcal{J}_R}{\partial \alpha_i} = -< \rho, \frac{\partial \mathcal{F}}{\partial \alpha_i} > + \frac{\partial \mathcal{J}_R}{\partial \alpha_i},\]

(38)

where we exploit (37) (36) and (34). In other words, all the gradients needed by the iterative procedure are promptly computed after $\rho$ is calculated. In the example, this reads for $i = 1, 2, \ldots, K$

\[\frac{D\mathcal{J}_R}{D\alpha_i} = \sigma_1 \alpha_i + \int_{\Omega} (u - d) \frac{\partial u}{\partial \alpha_i} = \sigma_1 \alpha_i + \int_{\Omega} (u - d) \phi_i \]

\[= \sigma_1 \alpha_i + \int_{\Omega} (-\Delta \rho - b \cdot \nabla \rho + \gamma \rho + 3u^2 \rho) \phi_i \]

(by parts)

\[= \sigma_1 \alpha_i + \int_{\Omega} (-\Delta \phi_i + b \cdot \nabla \phi_i + \gamma \phi_i + 3u^2 \phi_i) \rho \]

\[= \sigma_1 \alpha_i + \int_{\Omega} f_i \rho, \]

and similarly we obtain $\frac{D\mathcal{J}_R}{D\gamma} = \sigma_1 (\gamma - \gamma_{ref}) - \int_{\Omega} u \rho$.

According to this procedure, it is enough to solve a differential problem in the adjoint operator to compute all the gradients needed by the iterative procedure. This approach is therefore more efficient, when it is possible (and doable) the computation of the adjoint operator.
3.2.5 The Lagrange Multiplier approach and the KKT conditions

Let us consider a different approach for reformulating the constrained minimization problem into an unconstrained one. It is a classical argument in which a companion functional is introduced to include the constraints. We stick to our simple working example to introduce the idea, referring to the mentioned references for a more complete presentation. Let us consider the functional

\[ \mathcal{L}(u, \alpha, \gamma, \chi) = \mathcal{J}_R(u, \alpha, \gamma) - \langle \chi, \mathcal{F}(u, \alpha, \gamma) \rangle, \]

where \( \chi \) is the adjoint (or co-state) function, the so-called Lagrange multiplier. The idea behind this approach is that solutions of the constrained minimization problem are stationary points of \( \mathcal{L} \). As such they solve the following system of equations, representing the first order necessary conditions of optimality

\[
\begin{cases}
\frac{\partial \mathcal{L}}{\partial \chi} = 0 & \text{State equations} \\
\frac{\partial \mathcal{L}}{\partial u} = 0 & \text{Adjoint/Co - state equations} \\
\frac{\partial \mathcal{L}}{\partial \alpha} = 0 & \text{Optimality conditions} \\
\frac{\partial \mathcal{L}}{\partial \gamma} = 0 & \text{Optimality condition}.
\end{cases}
\]

(39)

Here, each variable is independent of the others since no constraint holds. In our specific example, we have\(^8\)

\[
\mathcal{L}(u, \alpha, \gamma, \chi_1, \chi_2) = \mathcal{J}_R(u, \alpha, \gamma) - \int_\Omega \chi_1 \left( -\Delta u + b \cdot \nabla u + \gamma u + u^3 - \sum_{i=1}^{K} \alpha_i f_i \right) - \int_\Gamma \chi_2 u.
\]

Here, we considered the integral formulation of (30,31), where \( \chi_1 \) and \( \chi_2 \) are the functions enforcing the constraint given by the state equation. To obtain the stationary points, we need to perform the Gateaux differentiation

\[
\frac{\partial \mathcal{L}}{\partial \chi_1} \bigg|_{\chi_1} (\delta_{\chi_1}) = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} (\mathcal{L}(u, \alpha, \gamma, \chi_1 + \varepsilon \delta_{\chi_1}, \chi_2) - \mathcal{L}(u, \alpha, \gamma, \chi_1, \chi_2))
\]

(40)

where \( \delta_{\chi_1} \) is an admissible variation. We find

\[
\int_\Omega \delta_{\chi_1} \left( -\Delta u + b \cdot \nabla u + \gamma u + u^3 - \sum_{i=1}^{K} \alpha_i f_i \right) = 0.
\]

\(^8\)Here we used the Lagrange multiplier \( \chi_2 \) to prescribe the Dirichlet homogeneous boundary condition. Often, such condition is prescribed without using Lagrange multipliers but requiring directly that \( u \) and \( \chi_1 \) vanish on the boundary.
Since $\delta \chi_1$ is arbitrary, from this equation we promptly obtain the state problem (30). Similarly,

$$\frac{\partial L}{\partial \chi_2} |_{\chi_2} (\delta \chi_2) = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \left( \mathcal{L}(u, \alpha, \gamma, \chi_1, \chi_2 + \varepsilon \delta \chi_2) - \mathcal{L}(u, \alpha, \gamma, \chi_1, \chi_2) \right) = \int_{\Gamma} \delta \chi_2 u = 0$$

leading to (31).

Let us write explicitly now the adjoint equation

$$\frac{\partial L}{\partial u} |_{u} (\delta u) = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \left( \mathcal{L}(u + \varepsilon \delta u, \alpha, \gamma, \chi_1, \chi_2) - \mathcal{L}(u, \alpha, \gamma, \chi_1, \chi_2) \right) = \int_{\Omega} (u - d) \delta u - \int \chi_1 (-\Delta \delta u + b \cdot \nabla \delta u + \gamma \delta u + 3u^2 \delta u) - \int_{\Gamma} \chi_2 \delta u = 0. \quad (42)$$

Let us factor out the arbitrary variation $\delta u$. If we integrate by parts the second and first order terms, we get

$$\int_{\Omega} \delta u \left( u - d + \Delta \chi_1 + b \cdot \nabla \chi_1 - \gamma \chi_1 - 3u^2 \chi_1 \right) +$$

$$\int \chi_1 \nabla \delta u \cdot n - \int (\nabla \chi_1 \cdot n + \chi_1 b \cdot n + \chi_2) \delta u = 0.$$ 

Because $\delta u$ is arbitrary, this equation is equivalent to

$$-\Delta \chi_1 - b \cdot \nabla \chi_1 + \gamma \chi_1 + 3u^2 \chi_1 = u - d \quad \text{in } \Omega$$

$$\chi_1 = 0 \quad \text{on } \partial \Omega$$

$$\chi_2 = -b \cdot \nabla \chi_1 \cdot n - \chi_1 n \quad \text{on } \partial \Omega.$$ 

Notice that $\chi_2$ does not affect the solution of the problem, therefore in the following we drop the last equation because we are not interested in the particular value assumed by $\chi_2$. Finally, we compute the derivative with respect to the control variables.

$$\frac{\partial L}{\partial \alpha_i} = \int_{\Omega} \chi_1 f_i + \sigma_1 \alpha_i, \quad \frac{\partial L}{\partial \gamma} = \int_{\Omega} u \chi_1 + \sigma_2 (\gamma - \gamma_{ref}). \quad (43)$$
Summarizing, the optimality system to be solved reads

\[
\begin{align*}
\begin{cases}
\begin{aligned}
-\Delta u + b \cdot \nabla u + \gamma u + u^3 &= \sum_{i=1}^K \alpha_i f_i & \text{in } \Omega \\
u &= 0 & \text{on } \partial \Omega 
\end{aligned} \\
\begin{aligned}
-\Delta \chi_1 - b \cdot \nabla \chi_1 + \gamma \chi_1 + 3u^2\chi_1 &= u - d & \text{in } \Omega \\
\chi_1 &= 0 & \text{on } \partial \Omega 
\end{aligned}
\end{cases} \\
\begin{aligned}
\alpha_i &= -\frac{1}{\sigma_1} \int_{\Omega} \chi_1 f_i & i &= 1, \ldots, K \\
\gamma &= \gamma_{\text{ref}} - \frac{1}{\sigma_2} \int_{\Omega} \chi_1 u
\end{aligned}
\end{align*}
\]

This set of equations represents the so-called Karush-Kuhn-Tucker (KKT) conditions [69].

In principle, this system provides the solution to the optimization problem in a monolithic or “one-shot” fashion. In practice, the cases of interest when the system can be solved directly are rare — in particular for nonlinear state problems, and we need again to resort to iterative procedures.

Let a guess for $\alpha$ and $\gamma$ be given at the iteration $j$. Again, typically, we take $\gamma^{(0)} = \gamma_{\text{ref}}$. A reasonable iterative procedure reads as follows.

1. Solve the state equations to compute $u^{(j+1)}$;
2. Solve the adjoint problem to compute $\chi_1^{(j+1)}$ and $\chi_2^{(j+1)}$.
3. Update the control variables using the optimality conditions. In this example it is natural to choose

$$
\alpha^{(j+1)}_i = -\frac{1}{\sigma_1} \int_{\Omega} \chi_1^{(j+1)} f_i \quad \text{and} \quad \gamma^{(j+1)} = \gamma_{\text{ref}} - \frac{1}{\sigma_2} \int_{\Omega} \chi_1^{(j+1)} u^{(j+1)},
$$

until a convergence criterion is satisfied.

This procedure corresponds in fact to a fixed-step steepest descent method for $J_R$ regarded as a function of the control variables. In fact, notice that the Lagrange multiplier $\chi$ introduced here corresponds to $\rho$ introduced in the previous Section. With this perspective, equation (38) reads

$$
\frac{D_j J_R}{D_\alpha} = 0
$$

that is exactly what we want to obtain when we are looking for a minimum of $J_R$. As a matter of fact, the iterative algorithm introduced in the previous Section to minimize $J_R$, is an iterative algorithm to solve the KKT conditions.
Sequential Quadratic Programming Algorithm  In contrast with what is
done in the unconstrained approach considered so far, constrained algorithms try
to compute the solution to the minimization problem thorough the convergence
of the state and parameters variables \((u^{(j)}, \alpha^{(j)})\) simultaneously. This approach
can be very effective in presence of nonlinear constraints, as the constraints need
not to be solved at each iteration. In this Section we consider one of these meth-
ods, the sequential quadratic programming (SQP) method [12] which consists
of iteratively approximating the original problem with a quadratic problem sub-
ject to linear constraints. Such quadratic problem is then solved using quadratic
programming (QP) algorithms. Assume that the problem is already discretized,
and let the vector \(x^{(j)}\) include both the state \((u^{(j)})\) and the parameter \((\alpha^{(j)})\)
vectors
\[
x^{(j)} = \begin{bmatrix} u^{(j)} \\
\alpha^{(j)} \end{bmatrix}.
\]

The Lagrangian functional of the problem \(L(x, \chi) = J_R(x) - < \chi, F(x) >\) is
approximated at iteration \(j\) with the paraboloid tangent to the Lagrangian in
\(x^{(j)}\), i.e.
\[
L \left( x, \chi^{(j)} \right) \approx L(x^{(j)}, \chi^{(j)}) + L^{(j)}_x \delta^{(j)} + \frac{1}{2} \delta^{(j)} \cdot H^{(j)} \delta^{(j)},
\]
where \(L^{(j)}_x = \frac{\partial L}{\partial x} \vert_{x^{(j)}}\), \(\delta^{(j)} = x - x^{(j)}\), and \(H^{(j)} = \frac{\partial^2 L}{\partial x^2} \vert_{x^{(j)}}\) is the Hessian
matrix. Such approximation of the Lagrangian is minimized w.r.t. \(\delta^{(j)}\), subject
to the linearization of the constraint \(F(x) = 0\)
\[
F \left( x^{(j)} \right) + F_x^{(j)} \delta^{(j)} = 0,
\]
where the matrix \(F_x^{(j)} = \frac{\partial F}{\partial x} \vert_{x^{(j)}}\). Exploiting the fact that \(F_x^{(j)} \delta^{(j)}\) is constant
w.r.t. \(\delta^{(j)}\) because of (45), one can reformulate the quadratic programming
problem as
\[
\delta^{(j)} = \text{argmin} \quad J^{(j)}_x \delta^{(j)} + \frac{1}{2} \delta^{(j)} \cdot H^{(j)} \delta^{(j)},
\]
s. t. \(F_x^{(j)} \delta^{(j)} = -F \left( x^{(j)} \right)\),
where the column vector \(J^{(j)}_x = \frac{\partial J_R}{\partial x} \vert_{x^{(j)}}\). The value \(x^{(j+1)}\) is obtained as
\(x^{(j+1)} = x^{(j)} + \zeta \delta^{(j)}\), where the step length \(\zeta \in (0, 1]\) is chosen using a line
search method.

The Lagrangian multiplier \(\chi^{(j+1)}\) can be computed as \(\chi^{(j+1)} = \chi^{(j)} + \gamma (\chi^{\text{opt}} - \chi^{(j)})\), where \(\chi^{\text{opt}}\) is the optimal Lagrangian multiplier associated to problem
(46). In order to avoid the computational costs associated with the evaluation
of the Hessian, the matrix \(H\) can be replaced by a suitable approximation. A
common approach is to use instead the matrix generated by the BFGS method.
In general the effectiveness of the SQP method relies on the method used to
solve the QP problem. Inequality constraints (e.g. the constraint that some parameters must be non negative) can be easily handled using SQP approach. In addition, we point out that when the exact Hessian is used, \( \gamma = 1 \), and only equality constraints are considered, the method is equivalent to solve the KKT conditions with the Newton method.

Notice that from the formulation of the SQP problem that the solution at iteration \( j \) does not need to be feasible, i.e. to satisfy the constraints. This approach allows to save a lot of time because we do not have to enforce the feasibility of the solution at each iteration. However, this lack of feasibility might affect the robustness of the method.

**Unsteady problems** The procedure illustrated above can be extended to unsteady problems, that are of major interest in fluid-structure interaction applications. However, in this case, it is important to notice that the adjoint problem (in any of the formulations we encountered) is a *final*-boundary value problem. This means that it is *backward* in time. This feature introduces high computational costs either when we solve the problem via the KKT system or we follow a gradient-based procedure based on the adjoint problem. In fact, the state problem (which is forward in time) and the adjoint problem need to be solved all together in space-time. The computational costs for this approach are therefore in many cases not affordable, not to mention the storage cost of the solutions at each time step. For this reason, different workarounds have been considered. For instance [37], the solution may be stored only on a predefined set of instants \( T_k \) (subset of the time discretization steps) called *checkpoints* and the state required by the optimization for computing the adjoint solution is locally recomputed or approximated.

Following a different approach, time discretization may be performed before the optimization, leading to a sequence of pseudo-steady optimization problems at each time step. An example of this approach will be provided in the next Section for estimating the compliance of an artery.

**Interplay between numerical discretization and solution of the control problem** In the numerical solution of control problems there is an usual dilemma, concerning the order of the steps for the optimization and the numerical approximation. We may summarize this as “Discretize then Optimize” (DO) vs. “Optimize then Discretize” (OD). The two operations are in general non-commutative and the solutions obtained with the two approaches are in general different. It is difficult to draw general indications about the most appropriate approach, which is basically a trade-off between accuracy and computational costs. The issue is extensively discussed in [37]. There are clearly pros and cons in both the sequences. With DO we may say that

- we avoid inconsistencies induced by the numerical differentiation of the KKT conditions; in other terms, the numerical approximation of the KKT conditions introduces a discrepancy with the real optimization condition;
we can even use automatic differentiation software;

- we can split an unsteady problem into a sequence of pseudo-steady optimization problems.

On the other hand with OD:

- we do not deal with the differentiation of numerical artificial terms (like stabilization of advection terms for high Reynolds numbers);

- managing moving boundary problems as in shape optimization is easier, since we do not need the derivative of the grid with respect to the optimization parameters.

In the examples that follow we stick to a DO approach. A parameter estimation procedure based on OD can be found in [74] for the estimate of cardiac conductivities.

3.3 Reducing the costs via solution reduction

As we have pointed out several times, the optimization methods presented above suffer from high computational costs for different reasons. The state equations and possibly the adjoint problem need to be solved at each iteration, not to mention the additional costs in terms of computations and storage for unsteady problems, that need to be truly tackled in 4D (space and time).

In order to reduce the computing time we need to reduce either the number of iterations or the cost of each iteration (or both). The number of iterations may be reduced by using effective optimization algorithms as the BFGS method for updating the current solution. The cost of each iteration can be reduced by treating the constraints in a “flexible” way. This means that the fulfillment of the constraints may be relaxed in particular in the first iterations when this does not prevent the convergence to the admissible solution. This can be done by accepting a solution to the state equations featuring relatively large residuals or by replacing the state equations themselves with a simplified model. These approaches are mostly problem-dependent, being based on the possible simplifications offered by the problem at hand. For instance in electrocardiology, the Bidomain equations that describe the dynamics of the extra and intra-cellular potentials may be replaced by the simplified Monodomain system (see e.g. [16]).

When solving fluid-structure interaction problems in hemodynamics a fully 3D coupling may be downscaled to a 3D Fluid/2D Structure problem [57], as we see in the next Section.

Here we address another (somehow complementary) way for reducing the computational costs, which is based on reducing more specifically the number of degrees of freedom required to give an accurate representation of the solution. As a matter of fact, a function in a (separable) Hilbert space (like for instance $L^2$ or $H^1$) admits the representation

$$ u = \sum_{i=1}^{\infty} U_i \psi_i, $$
for a proper selection of the basis functions \( \psi_i \). In the Galerkin approach for approximating the solution, we generally find a basis function set to represent the approximate solution \( u_N(x) \) as

\[
  u_N = \sum_{i=1}^{N} U_{N,i} \varphi_i.
\]

The basis functions may be piecewise polynomials as in the finite element method, or global polynomials as in spectral methods. In general, those basis functions can be defined to be general purpose, in the sense that they do not specifically rely on the feature of the problem to be solved and can be applied to a vast class of problems. This versatility has the drawback that, in general, to achieve accurate solutions the number \( N \) of degrees of freedom is high. This clearly implies high computational costs as the associated linearized systems are large.

A somehow opposite approach would be to give up pursuing a general basis, using an “educated” basis that incorporates specific information of the problem. For instance, in modal analysis the solution is represented on the basis given by the eigenfunctions of the problem. The basis is therefore problem-dependent, bringing intrinsically information on the problem to be solved. The gain is that it is generally possible to achieve a good accuracy when truncating to a low number of degrees of freedom. However, this is not for free, as the basis needs to be specifically computed. In particular, computation of eigenfunctions is in general not trivial and quite costly [15].

Following the same idea of constructing an informed basis, we may consider snapshot-based approaches. In this case, the basis is the result of the elaboration of the solutions of the problem for particular configurations useful for the solution of the state problem in the optimization process. For instance, when the control variable is a parameter to be identified (as \( \gamma \) was in our working example), snapshots may be the solution of the state problem for a particular set of values of the parameter. The proper identification of this set is clearly crucial for the effectiveness of the entire procedure. This can be realized by considering that if the optimal value of the control variable falls within the range considered in the snapshots, the entire procedure configures as a sophisticated “interpolation”, for which several convergence results are available. On the contrary, if the range of the snapshots computation is not well defined, we are actually performing an “extrapolation” and the convergence is not necessarily guaranteed. Again, the final goal is to keep the size \( N \) of the finite dimensional approximation of the solution as small as possible, thanks to the information contained in the basis.

From the computational standpoint, this snapshot-based approach relies on the off-line/on-line paradigm, namely

1. computation of the basis is “off-line”, and it is intended to be an accurate (and therefore expensive) numerical approximation of the solution for different configurations that are considered to be relevant to the basis;
2. solution of the optimization problem, and in particular the computation of the coefficients $U_{N, i}$ along the iterations of the minimization procedure is “on-line”, and contributes to the actual cost of the control procedure.

In this way, the computational costs are factorized, the major contribution being carried out in a step preliminary to the optimization. This paradigm clearly makes sense whenever the “off-line” part can be recycled for the solution of several optimization problems\(^9\).

Among the different snapshot-based strategies, we mention the reduced basis method and the Proper Orthogonal Decomposition (POD). In the former, the snapshots are computed for values of the parameters that are evaluated to perform the best control of the error on the basis of rigorous error estimates (see [64, 70]). In particular, we mention [52] for an application of the reduced basis method to fluid-structure interaction problems. The latter is known also as Karhunen-Loève decomposition or principal component analysis and it is illustrated more in detail in the next paragraph.

**POD basis selection** We start assuming that a set of size $M$ of solutions is available for instance by computing snapshots for $M$ different values of the parameter of interest after a uniform sampling of an appropriate range. We assume that $M$ is still large for the purpose of reducing the computational costs and that a reduction of the size of the basis is required, by properly filtering redundancy in the snapshots set. Denote by $\rho_j \in \mathbb{R}^N$ the $M$ snapshots of the (approximate) solution, with $j = 1, \ldots, M$. Then, we perform the following steps.

1. **Sample average**: $\overline{\rho} = \frac{1}{M} \sum_{j=1}^{M} \rho_j$.

2. **Sample Covariance**: Compute $C \in \mathbb{R}^{M \times M}$, whose elements are defined as $c_{ij} := \frac{1}{M} (\rho_i - \overline{\rho})^T (\rho_j - \overline{\rho})$. Matrix $C$ is positive semidefinite and symmetric so the eigenvalues are all real and the eigenvectors $\{x_j\}$ form an orthonormal basis in $\mathbb{R}^M$. We order the eigenvalues as $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_M \geq 0$.

3. **Thresholding**: Select a tolerance $\tau \in [0, 1]$ and pick the minimum $\tilde{M}$ such that

$$\sum_{i=1}^{\tilde{M}} \lambda_i \geq \tau \sum_{i=1}^{M} \lambda_i.$$ 

---
\(^9\)This can be problematic in a clinical context, where patient-specific geometries differ one from the other and the snapshot computation is not trivially recycled. Anatomical atlas mapping ideal to real geometries are required.
4. **New basis.** Let us select a new basis \( \{y_i\} \) consistent with the eigenvalues threshold. We take for \( i = 1, \ldots, M \)

\[
y_i = \sum_{j=1}^{M} (x_i)_j (\rho_j - \bar{\rho}),
\]

where \((x_i)_j\) is the \(j\)-th entry of the \(i\)-th eigenvector. Then, we normalize \(y_i = \frac{1}{\|y_i\|} y_i\).

This is by construction an orthonormal basis. In addition and more importantly, this basis fulfills an optimal property. As a matter of fact [37, 15], the space spanned by the POD basis is the best \(\tilde{M}\)-dimensional subspace approximation of the space spanned by the snapshots (in the 2-norm sense). A vector \(x\) in \(\mathbb{R}^M\) can then be approximated in terms of the POD basis as

\[
x = \bar{\rho} + \sum_{i=1}^{\tilde{M}} c_i y_i^*.
\]

For particular problems, such as progressive waves, reduction of the size for the solution and eventually of the computational costs after this procedure may be not enough. In this case, other reduced solution techniques may be considered [30]. Nevertheless, an example of POD for the solution of an inverse fluid-structure interaction problem is illustrated in the next Section.

**Remark 3.2** Here we have presented a particular application of POD for reducing the dimension of the solution forward problem. However, POD can be used for reducing the dimensionality in different contexts. For instance, in [7], Chapter 7, POD is advocated also for reducing the dimensionality of the size of the parameter space, which is crucial when the parameter is a function represented by a large number of degrees of freedom.

**Remark 3.3** Here we introduced the POD using the eigenvalue decomposition of the sample covariance matrix. Alternatively, one can perform the Singular Value Decomposition (SVD) of the snapshots matrix \(X = [\rho_1, \ldots, \rho_M]\). This can be efficiently done by first performing a QR factorization of \(X\) and then by computing the SVD of the triangular factor. In other words, \(X = QR = QU \Sigma V^T = U \Sigma V^T\). The POD basis is then made of the first \(M\) left singular vectors (the columns of \(U\)), where \(M\) is chosen with the same procedure as before, using the singular values of the snapshots matrix rather than the eigenvalues of the covariance matrix.
4 Some applications of Data Assimilation in Hemodynamics problems

In this Section we consider some applications of DA and Parameter Estimation in computational hemodynamics.

First, we present the problem of reconstructing the blood flow in a vessel assimilating sparse noisy measures of the velocity with the numerical results obtained by solving the incompressible Navier-Stokes equations. Successively, we consider the problem of estimating the compliance of a vessel based on measures of the displacement retrieved from medical images. The solution to this problem leads to an inverse fluid-structure interaction (FSI) problem. These are not the only examples of data assimilation in biomedical applications. We mention for instance the work in electrophysiology for the set up of patient-specific models in [43], and for estimating cardiac conductivities [36, 74, 31]. Other applications can be found e.g. in [17, 28]. In particular, in [25, 26] DA methods are advocated for filling the gap between available boundary data and mathematical conditions required to solve the problem.

We have selected these examples because they offer the opportunity to see in action different methodologies based on the techniques illustrated in the previous Sections.

4.1 Assimilation of velocity measures in blood flow simulations

We consider the problem of merging velocity measures and the numerical simulation of blood flow. The DA problem can be addressed in several and diverse ways, as described in the previous Sections. More precisely, we present two approaches introduced in two recent papers; in the first one [18] the problem is faced with a variational (control) method, where the control variable is the normal component of the stress at the inflow section of the vessel. In the second paper [39] the authors exploit a Least Squares Finite Element (LSFE) approximation treating internal layers, where measures are available, as artificial boundaries. This approach can be reinterpreted as a MAP Bayesian estimate, as pointed out in [21].

We introduce the formal statement of the problem. Let us denote by \( \Omega \) a domain in \( \mathbb{R}^d \) \((d = 2, 3; \text{in real applications } d = 3)\). We assume (see Figure 7) that \( \Omega \) features an inflow boundary \( \Gamma_{in} \), an outflow boundary \( \Gamma_{out} \) and the physical wall of the vessel \( \Gamma_{wall} \). \( \Gamma_{in} \) and \( \Gamma_{out} \) can possibly consist of several sections. The variables of interest are the velocity \( \mathbf{u}(x) \in [H^1(\Omega)]^d \) and the pressure \( p(x) \in L_0^2(\Omega) \). Also, we assume to have some velocity measures as in, e.g., Figure 7 or sparse in the domain.

Velocity and pressure are assumed to obey the incompressible Navier-Stokes
The equations (NSE).
\[
\begin{align*}
\frac{\partial \mathbf{u}}{\partial t} - \mu \nabla \cdot (\nabla \mathbf{u} + \nabla \mathbf{u}^T) + (\mathbf{u} \cdot \nabla)\mathbf{u} + \nabla p &= \mathbf{f} \quad \text{in } \Omega, \\
\nabla \cdot \mathbf{u} &= 0 \quad \text{in } \Omega, \\
\mathbf{u} &= \mathbf{0} \quad \text{on } \Gamma_{\text{wall}}, \\
-\mu (\nabla \mathbf{u} + \nabla \mathbf{u}^T) \cdot \mathbf{n} + p \cdot \mathbf{n} &= \mathbf{h} \quad \text{on } \Gamma_{\text{in}}, \\
-\mu (\nabla \mathbf{u} + \nabla \mathbf{u}^T) \cdot \mathbf{n} + p \cdot \mathbf{n} &= \mathbf{g} \quad \text{on } \Gamma_{\text{out}}.
\end{align*}
\]

A Newtonian rheology is supposed to hold, which is a common assumption in large and medium vessels [24], and \( \mu \) is the constant kinematic viscosity. The choice of homogeneous Dirichlet boundary conditions on \( \Gamma_{\text{wall}} \) reflects the fact that we consider fixed geometries.

In this Section we consider the steady case \( \frac{\partial \mathbf{u}}{\partial t} = 0 \).

### 4.1.1 Variational approach

In [18] a variational DA procedure for the inclusion of velocity measures in the simulation of the NSE in hemodynamics is proposed. Sparse noisy velocity measures \( d_1, \ldots, d_{N_s} \) are assumed to be available in the domain and possibly on the boundary at some sites\(^\text{10}\) \( x_i^m \in \Omega, i = 1, \ldots, N_s \), that do not necessarily belong to a plane or a layer inside of \( \Omega \).

The assimilation technique in [18] is formulated as a control problem where the misfit between computed data (the NSE solution) and observed data is minimized. The equations of incompressible fluid dynamics are the constraint to the

\(^{10}\) Notice that we use the word “sites” for the location of measurements, as opposed to the word “nodes” for points where velocities are computed. In general sites and nodes are different, but we do not exclude that the intersection of sites set and nodes set in non-empty.
minimization procedure. The control variable is selected to be the inflow normal (or natural) stress \( h \); knowledge of this quantity is quite often not available in practice. The variational problem is formulated as

\[
\min_{\mathbf{h}} J(\mathbf{u}, \mathbf{h}) = \|\mathbf{f}(\mathbf{u}) - \mathbf{d}\|_2^2 + \mathcal{R}(\mathbf{h})
\]

s.t. Steady version of (47)

Here, \( f \) is a filtering vector function that returns the value of the velocity field evaluated on the measurement sites; \( \mathcal{R} \) is a regularization term added to prevent potential ill-posedness and ill-conditioning of the problem due to the location of data and the presence of noise.

For the numerical solution of the problem (48) we first consider the linearized NSE; then, we discuss the nonlinear case; in the linearized formulation the term \((\mathbf{u} \cdot \nabla)\mathbf{u}\) is substituted by \( \beta \cdot \nabla \mathbf{u} \), where \( \beta \) is a known advection field. We follow a DO approach (see Section 3.2), thus, after the discretization (via e.g. the finite element method) of the functional and the linearized state equations we resort to the following algebraic optimization problem

\[
\min_{\mathbf{H}} J(\mathbf{V}, \mathbf{H}) = \frac{1}{2}\|\mathbf{D}\mathbf{V} - \mathbf{d}\|_2^2 + \frac{\alpha}{2}\|\mathbf{L}\mathbf{H}\|_2^2
\]

s.t. \( \mathbf{S}\mathbf{V} = \mathbf{R}_{in}^T\mathbf{M}_{in}\mathbf{H} + \mathbf{F} \).

Here, \( \mathbf{V} = [\mathbf{U} \mathbf{P}] \in \mathbb{R}^{N_u+N_p} \) is the vector of discretized velocity \( \mathbf{U} \in \mathbb{R}^{N_u} \) and pressure \( \mathbf{P} \in \mathbb{R}^{N_p} \); \( \mathbf{H} \in \mathbb{R}^{N_u-N_a} \) is the discretization of the control variable \( h \); \( N_{in} \) is the number of degrees of freedom of the velocity on \( \Gamma_{in} \); \( \mathbf{d} = [d_1 \ldots d_{N_u}] \in \mathbb{R}^{N_u} \) is the vector of the available measures. For \( \alpha > 0, \frac{\alpha}{2}\|\mathbf{L}\mathbf{H}\|_2^2 \) is a Tikhonov regularization term, see Sect. 3.2. The matrix \( \mathbf{S} \) is defined as follows

\[
\mathbf{S} = \begin{bmatrix} \mathbf{C} + \mathbf{A} & \mathbf{B}^T \\ \mathbf{B} & \mathbf{O} \end{bmatrix},
\]

where, \( \mathbf{C}, \mathbf{A} \in \mathbb{R}^{N_u,N_u} \) and \( \mathbf{B} \in \mathbb{R}^{N_p,N_u} \) are the discretization of the diffusion, advection and divergence operators. \( \mathbf{D} \) is the selection or observation matrix and it is defined as \( \mathbf{D} = [\mathbf{Q} \quad \mathbf{O}] \), where \( \mathbf{Q} \in \mathbb{R}^{dN_u,N_u} \) is such that \([\mathbf{Q}\mathbf{U}]_i \) is the numerical solution evaluated at the data sites. \( \mathbf{R}_{in} \in \mathbb{R}^{N_{in},N_u+N_p} \) is a restriction matrix which selects the degrees of freedom of the velocity on \( \Gamma_{in} \). \( \mathbf{M}_{in} \in \mathbb{R}^{N_{in},N_{in}} \) is the discretization of the mass operator restricted to inlet boundary nodes.

For the solution of problem (49) we use the Lagrange multiplier approach, so we consider the Lagrange functional

\[
L(\mathbf{V}, \mathbf{H}, \mathbf{X}) = \frac{1}{2}\|\mathbf{D}\mathbf{V} - \mathbf{d}\|_2^2 + \frac{\alpha}{2}\|\mathbf{L}\mathbf{H}\|_2^2 + \mathbf{X}^T(\mathbf{S}\mathbf{V} - \mathbf{R}_{in}^T\mathbf{M}_{in}\mathbf{H} - \mathbf{F}),
\]

where \( \mathbf{X} \in \mathbb{R}^{N_u+N_p} \) is the discrete Lagrange multiplier. The set of necessary
conditions for optimality is given by the KKT system

\[
\begin{align*}
\frac{\partial L}{\partial \nabla} &= D^T(DV - d) + S^T X = 0 \\
\frac{\partial L}{\partial H} &= \alpha L^T L H - M^T R_{in} X = 0 \\
\frac{\partial L}{\partial X} &= SV - R^T_{in} M_{in} H - F = 0.
\end{align*}
\] (52)

By defining \( Z = DS^{-1}R^T_{in} M_{in} \) and \( W = Z^T Z + \alpha L^T L \) the reduced system, obtained by block elimination, reads \( WH = Z^T(d - DS^{-1}F) \), where \( W \) is the so-called reduced Hessian matrix.

The following theorem states the necessary and sufficient conditions for the well-posedness of problem (49).

**Theorem 4.1** For \( \alpha = 0 \), \( W \) is non-singular, i.e. (49) is well-posed, \( \iff \)

\[
\text{Null}(D) \cap \text{Range}(S^{-1}R^T_{in} M_{in}) = \{0\}.
\] (53)

For the proof see [18]. Condition (53) is satisfied when “enough” data are available on the inflow section (number and location of the measures that guarantee the well-posedness depend on the discretization method used).

In order to consider the nonlinear advection term \((u \cdot \nabla)\) and to solve the nonlinear PDE constrained optimization problem (48), we combine the DA procedure for the linearized case and classical fixed point schemes for the solution of the NSE. In particular, we refer to the Picard and Newton methods [63]. The assimilation problem is solved iteratively as follows.

**Given a guess for the velocity field at iteration \( k + 1 \), \( U_k, \)**

\[
\text{solve } \begin{cases}
\min_{H_k} \frac{1}{2} ||DV_{k+1} - d||^2 + \frac{\alpha}{2} ||LH_{k+1}||^2 \\
\text{s.t. } S_k V_{k+1} = R^T_{in} M_{in} H_{k+1} + F_k
\end{cases}
\] (54)

until \( ||V_k - V_{k+1}|| \leq \delta \), being \( \delta \) a user-defined tolerance. Here,

\[
S_k = \begin{bmatrix}
C + A_k & B^T \\
B & O
\end{bmatrix}, \quad \text{and} \quad F_k = F + wY_k.
\] (55)

\( A_k \) comes from the discretization of \((\overline{u}_k \cdot \nabla)u_{k+1} + w(u_{k+1} \cdot \nabla)\overline{u}_k \) \((w = 0 \text{ for Picard method, } 1 \text{ for Newton})\); \( Y_k \) is the discretization of \((\overline{u}_k \cdot \nabla)\overline{u}_k \). Here \( \overline{u}_k \) is defined as \( \partial u_{k-1} + (1 - \vartheta)u_k \), being \( \vartheta \in [0, 1] \), \( w \) is a relaxation parameter, chosen empirically.

**Numerical tests.** In Figure 8 we report the numerical results obtained on two geometries approximating blood vessels. In Figure 8 (left) the computational grid is an approximation of a carotid artery; the colored vector field consists in the actual data used in the assimilation, these are generated adding Gaussian
noise to a reference solution; to appreciate the presence of the noise the noise-free data are also reported in black. In the center, the magnitude of the assimilated velocity is displayed; a comparison with a reference solution (conducted in [18]) shows that the noise is filtered and that the assimilated solution is close to the reference one.

On the right, a three-dimensional cylindrical domain is reported, this case is treated with an axisymmetric formulation. On selected internal surfaces the assimilated field and its magnitude are reported; it is important to note that the noise affecting the components of the velocity parallel to the flow is significantly filtered.

Figure 8: On the left, the colored vector field consists in the available measures whereas the black one corresponds to the noise-free data. In the center, the magnitude of the assimilated vector field is reported. On the right, the colored vector field corresponds to the assimilated velocity, the black one to the noisy data and the colored field in the background corresponds to the magnitude of the velocity.

Next, we consider the problem of estimating the wall shear stress (WSS) already described in the introductory example of Section 1. An accurate approximation of the WSS is fundamental in the investigation of cardiovascular pathologies since it is an index of the possibility of rupture of the vessel wall and formation of stenosis [24]. Approximations of the WSS retrieved from indirect measurements are in general unreliable because of the post-processing numerical errors and the noise affecting the measures. Including measurements in simulations is a way for improving the reliability of the computed solutions and, on the other hand, the introduction of the mathematical (numerical) model results in noise filtering. For the geometry of Fig. 8 (left), we compute the WSS computed on a selected internal wall. In order to quantify the accuracy of this solution we compare the assimilated WSS with the one associated with a reference solution, we introduce the index of accuracy \( E_{WSS} = \| \text{WSS} - \text{WSS}_{FE} \|_2 / \| \text{WSS}_{FE} \|_2 \) where \( \text{WSS}_{FE} \) is the value retrieved from the reference solution. In correspondence of decreasing values of signal to noise ratio\(^\text{11}\) (SNR), the WSS errors

\(^{11}\)We define the signal to noise ratio as the ratio between the maximum of the absolute...
<table>
<thead>
<tr>
<th>SNR</th>
<th>$E_{\text{WSS,DA}}$</th>
<th>$E_{\text{WSS,FW}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.2536</td>
<td>0.2667</td>
</tr>
<tr>
<td>20</td>
<td>0.2591</td>
<td>0.3030</td>
</tr>
<tr>
<td>10</td>
<td>0.2738</td>
<td>0.3861</td>
</tr>
<tr>
<td>5</td>
<td>0.3149</td>
<td>0.6114</td>
</tr>
</tbody>
</table>

Table 1: Comparison of relative errors for the WSS computed with DA and forward solution.

obtained with the assimilated velocity field, $E_{\text{WSS,DA}}$, compared with those obtained from a forward simulation on the same grid with the same noisy measures (used for DA) as boundary data on the inflow section are reported in Tab. 1. With high SNR the gain obtained with DA is not significant, however as we decrease SNR we can obtain up to the 50% of gain with respect to the forward simulation.

4.1.2 Bayesian approach

A Variational Bayesian approach to the assimilation problem is possible. This formulation features an overlap between statistical and variational techniques; both point estimators and confidence regions for the velocity are considered. Here, we recall the method for the computation of the MAP and ML estimators (see Section 2.2) and present some numerical results that illustrate how the knowledge of the nature of the measurement noise can significantly improve the quality of the estimation with respect to the deterministic estimates.

We assume to deal with discretized variables, all treated as random; in the remainder of this Section the bold variables denote random vectors while the capital plain variables a specific realization. With an abuse of notation we introduce the random variable $\mathbf{H}$ which describes the normal stress of the fluid at the inflow section; $\mathbf{M}$ is the random variable that describes the measures and $\nu$ the noise perturbing the measurements. We let $p_H$ be the p.d.f. of $\mathbf{H}$, or its a priori distribution, and $p_\nu$ the one of $\nu$; these distributions are assumed to be known. As described in Section 2.2 the purpose of the Bayesian procedure is to estimate the posterior distribution $p_{H|M}$ exploiting the Bayes formula (5) in the form

$$p_{H|M} = \frac{p_{M|H} p_H}{p_M};$$

(56)

where $p_M$ is the p.d.f. of the measures.

First, we assume that the relation between the random vectors $\mathbf{H}$ and $\mathbf{U}$, the random variable that describes the velocity, is linear (i.e. we consider the linearized NSE), then we treat the nonlinear case.

In the linearized formulation $\mathbf{H}$ and $\mathbf{M}$ are related by the following additive noise relation

$$\mathbf{U} + \nu = \mathbf{M} \Rightarrow \mathbf{ZH} + \nu = \mathbf{M}.$$  

(57)

value of the signal and the standard deviation of the noise.
Here, the observation operator between \( \mathbf{H} \) and \( \mathbf{M} \) (see the example in Section 2.2 for Gaussian vectors), is actually the inverse of a (discrete) differential operator; \( Z = \mathbf{D}^{-1} \mathbf{R}_m \mathbf{M}_0 \) has been introduced after (52) and it describes the deterministic relation between the velocity and the normal stress. The random variable \( \nu \) accounts for the measurement noise. We make the assumption of mutual independence of \( \mathbf{U} \) and \( \nu \). Since \( \mathbf{H} \) and \( \mathbf{U} \) are related by a linear relation this implies the independence of \( \mathbf{H} \) and \( \nu \). As a consequence, the p.d.f. of \( \nu \) is independent of any realization of \( \mathbf{H} \) and the likelihood function, \( p_{M|H} \), can be expressed as

\[
p_{M|H}(M) = p_{M|H}(\nu + ZH) = p_{\nu}(M - ZH).
\] (58)

Next, we consider the realization \( M = \mathbf{d} \) (the vector of available velocity measures introduced previously), we have

\[
p_{H|M}(H) \propto p_{M|H}(\mathbf{d})p_{H}(H) = p_{\nu}(\mathbf{d} - ZH)p_{H}(H).
\] (39)

Now we make the assumption that all variables are Gaussian and we define the a priori distribution and the noise distribution as follows

\[
p_H = g_H \propto \exp \left\{ -\frac{1}{2}(H - H_0)^T \Lambda_H^{-1}(H - H_0) \right\},
\]

\[
p_\nu = g_\nu \propto \exp \left\{ -\frac{1}{2}(\nu - \nu_0)^T \Lambda_\nu^{-1}(\nu - \nu_0) \right\};
\] (60)

where \( H_0 \) and \( \nu_0 \) are the expectation values and \( \Lambda_H \) and \( \Lambda_\nu \) are the correlation matrices for \( \mathbf{H} \) and \( \nu \) respectively. The analysis of Section 2.2 shows that the posterior distribution \( p_{H|M} \) is a Gaussian distribution itself with covariance and mean given by

\[
\Lambda_{H|M} = (\Lambda_H^{-1} + Z^T \Lambda_\nu^{-1} Z)^{-1},
\]

\[
\mathcal{E}(\mathbf{H}) = \Lambda_{H|M}^{-1}(Z^T \Lambda_\nu^{-1} (\mathbf{d} - \nu_0) + \Lambda_H^{-1} H_0).
\] (61)

We recall that the mean value of the posterior distribution is the value that maximizes \( p_{H|M} \), and then, by definition, it is the MAP estimator of \( \mathbf{H} \), say \( \mathbf{H}_{MAP} \). On the other hand, the value that maximizes the likelihood function, with respect to \( H \), corresponds to the ML estimator for \( \mathbf{H} \) and has the following expression

\[
\hat{\mathbf{H}}_{ML} = (Z^T \Lambda_\nu^{-1} Z)^{-1}(Z^T \Lambda_\nu^{-1} (\mathbf{d} - \nu_0)).
\] (62)

In treating the nonlinearity we consider an iterative approach similar to the deterministic one described in the previous Section; in fact, also in this case, we rely on the Newton method for the NSE. The distribution \( p_{H|M} \) for the nonlinear model is still Gaussian, the following algorithm is used to determine its mean and covariance.
Given a guess for the random vector $\mathbf{U}_k = Z_k \mathbf{H}_{\text{MAP}, k}$ at iteration $k + 1$,

1. compute $\Lambda_{H|M, k+1} = \Lambda_{H}^{-1} + Z_{k}^{T} \Lambda_{\nu}^{-1} Z_{k}$

2. solve $\Lambda_{H|M, k+1} (\mathbf{H}_{\text{MAP}, k+1}) = Z_{k}^{T} \Lambda_{\nu}^{-1} (\mathbf{d} - \varepsilon_{0}) + \Lambda_{H}^{-1} \mathbf{h}_{0}$, 

until a convergence criterion is satisfied.

Here, for $Z_{k} = D S_{k}^{-1} R_{in}^{T} M_{in}$ we define

$$S_{k} = \begin{bmatrix} C + A_{k} & B^{T} \\ B & O \end{bmatrix}.$$ 

(64)

$A_{k}$ is the discretization of the advection operator with advection field $\mathbf{U}_k$, the velocity vector associated with the normal stress $\mathcal{E}(H)_k$. Note that with this formulation $\mathbf{H}$ and $\mathbf{U}$, at each iteration, are related by a linear model and, for this reason, $\mathbf{U}$ can still be considered normally distributed.

**Numerical tests.** We assume to have an exact, analytic, solution of the NSE and we compare the accuracy of the MAP and ML estimators vs. the “deterministic estimator” introduced in the previous Section, i.e. the solution of the variational formulation. The index of accuracy is related to the velocity fields, $\mathbf{U}$, retrieved from $\mathbf{H}_{\text{MAP}}$, $\mathbf{H}_{\text{ML}}$ and $\mathbf{H}_{\text{det}}$ (the deterministic estimate); it is defined as $E(\mathbf{U}) = \frac{\| \mathbf{U} - \mathbf{U}_{\alpha} \|_{2}}{\| \mathbf{U}_{\alpha} \|_{2}}$, where $\mathbf{U}_{\alpha}$ is the discretized analytic solution.

We also define an average error over a set of noise realizations $\{ \nu \}_{n=1}^{n}$, $\bar{E}(\mathbf{U}) = \frac{1}{n} \sum_{i=1}^{n} E(\mathbf{U}, i)$ where $E(\mathbf{U}, i)$ is associated with the $i$-th realization of noise $\nu$.

In addition, we consider a measure of the gain, $\gamma$, in using statistical estimators as opposed to deterministic ones: $\gamma \equiv 1 - \frac{E(\mathbf{U}_{\text{stat}})}{E(\mathbf{U}_{\text{det}})}$ where $\text{stat}$ stands for either MAP or ML.

The details of the numerical tests are fully reported in [19].

In a square domain we consider data on $\Gamma_{in}$ and internal data located on 10 internal slices. In Table 2 we report results obtained in correspondence of SNR of 20 and 10. In the computation of $\mathbf{H}_{\text{MAP}}$ and $\mathbf{H}_{\text{det}}$ the regularization parameter $\alpha = 0.5$ is chosen empirically (left table in Tab. 2). In the computation of $\mathbf{H}_{\text{ML}}$ and $\mathbf{H}_{\text{det}}$ on the right table the regularization parameter $\alpha$ is set to 0. From the results we infer the following facts. (1) Compared to the deterministic estimator, the statistical estimators are always more accurate since they take into account additional information brought by statistical properties of the data. (2) The computational time required in solving the statistical formulations is, in average, 1.3 times bigger than the one required by the deterministic one. (3) The poor gain in correspondence of SNR $\approx 20$ means that statistical information associated with a low amount of noise is not significant enough to make a considerable difference with respect to deterministic estimates in terms of accuracy.

As a second example we consider the same problem setting of the previous Section for the flow in a cylinder, see Figure 8 (right); we consider measures
on the inflow boundary and internal data located on 5 internal slices. We only compute the MAP estimator (the problem for the computation of $\mathbf{H}_{ML}$ is ill-posed). In this experiment $\alpha = 1e-7$; results in Table 3 show that with the MAP estimator we have a significant gain in accuracy. Moreover, the computational time required by the statistical estimators is the same as for the deterministic one.

<table>
<thead>
<tr>
<th>SNR</th>
<th>$\bar{E}_{U,\text{det}}$</th>
<th>$E_{U,\text{MAP}}$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.0822</td>
<td>0.07371</td>
<td>10%</td>
</tr>
<tr>
<td>20</td>
<td>0.0855</td>
<td>0.0579</td>
<td>6%</td>
</tr>
<tr>
<td>10</td>
<td>0.1394</td>
<td>0.1041</td>
<td>25%</td>
</tr>
<tr>
<td>10</td>
<td>0.1675</td>
<td>0.1363</td>
<td>18%</td>
</tr>
</tbody>
</table>

Table 2: Accuracy results for statistical and deterministic solutions for the NSE.

<table>
<thead>
<tr>
<th>SNR</th>
<th>$\bar{E}_{U,\text{det}}$</th>
<th>$E_{U,\text{MAP}}$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.0396</td>
<td>0.0308</td>
<td>22%</td>
</tr>
<tr>
<td>10</td>
<td>0.1423</td>
<td>0.0978</td>
<td>31%</td>
</tr>
</tbody>
</table>

Table 3: Accuracy results for statistical and deterministic solutions for the axisymmetric case.

4.1.3 Weighted least squares finite element method

Another approach to the assimilation of measured velocities has been proposed in [39]. This work is mainly inspired by the development of a new experimental technique, the particle imaging velocimetry [40], that can be used to determine two components of the blood velocity along a single plane within the ventricle of the heart. The proposed method relies therefore on the hypothesis that the measures are collected inside a three-dimensional region on a two-dimensional plane (as in Figure 7); the latter is basically treated as a (artificial) boundary.

This variational technique exploits a weighted least squares finite element method (WLSFEM), based on the LSFEM [9, 10, 11]; the latter has been utilized in general for the solution of PDEs. It features great flexibility in the enforcement of various types of boundary conditions. However, the LSFE method has been also applied to inverse problems since the 90’s for the numerical solution of PDE constrained control problems; main contributors are Bochev and Gunzburger [9, 10, 11].

If we consider the problem of solving the following generic boundary value problem

$$
Lu = f \quad \text{in } \Omega \\
u = g \quad \text{on } \partial \Omega, 
$$

where $L$ is a first order linear differential operator and $J(u)$ is a cost functional defined as

$$
J(u) = \|Lu - f\|_{L^2(\Omega)}^2 + \|u - g\|_{H^{1/2}(\partial \Omega)}^2.
$$
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Then, the LSFE solution \( u \) is obtained as the minimal of \( J(u) \).

Assume we have \( N_s \) measures \( d_i(x) \) of the variable \( u \) on some layers, \( \Gamma_1, \ldots, \Gamma_{N_s} \), internal to \( \Omega \). We want to perform DA for problem (65), i.e., we want to merge \( \{ d_i \} \) and the numerical solution of (65). The idea of the WLSFEM is to add penalization terms to the functional \( J \). The internal layers are considered part of the boundary and the corresponding measures are treated as boundary data; these terms are then properly weighted according to the level of confidence of the measure. Thus, the cost functional is defined as

\[
\tilde{J}(u) = J(u) + w_1\|u - d_1\|_{H^{1/2}(\Gamma_1)}^2 + \ldots + w_{N_s}\|u - d_{N_s}\|_{H^{1/2}(\Gamma_{N_s})}^2, \tag{67}
\]

where \( w_1, \ldots, w_{N_s} \) are the weights. Note that (1.) with the introduction of these additional terms that penalize the difference between the observed data and the solution, the assimilation is weakly enforced; (2.) DA introduces an additional extra cost to LSFE calculation.

When applying the WLSFE method to the NSE one has to keep in mind that it is designed for first order linear differential operators; thus, we must recast the fluid dynamic equations into a linearized first order differential system. To this end, we consider a non-primitive variable set: we introduce the variable \( \omega = -\nabla \times u \), the negative vorticity, and the variable

\[
\mathbf{r} = \nabla p + \frac{\sqrt{\text{Re}}}{2} \nabla|\mathbf{u}|^2,
\]

commonly referred to as the "gradient of pressure", where \( \text{Re} \) is the Reynolds number. Then, we apply the WLSFE method to the equivalent problem in \( \Omega \) (see [39] for details on how to derive the following system)

\[
\begin{align*}
\nabla \times \mathbf{u} + \omega &= 0 \\
\nabla \cdot \mathbf{u} &= 0 \\
\frac{1}{\sqrt{\text{Re}}} \nabla \times \omega - \mathbf{r} - \sqrt{\text{Re}}(\mathbf{u} \times \omega) &= 0 \\
\nabla \cdot \omega &= 0 \\
\nabla \times \mathbf{r} &= 0 \\
\n\nabla \cdot \mathbf{r} - \sqrt{\text{Re}}(\omega \cdot \omega) - \text{Re}(\mathbf{u} \cdot \mathbf{r}) &= 0.
\end{align*}
\tag{68}
\]

The optimization problem, formulated as in (66) with \( Lu = f \) given by equations (68), is then solved with standard techniques from the calculus of variations. Again, we stress the fact that, being \( L \) a linear operator, the cost of the WLSFE formulation is of the same order of the solution of the NSE. However, this approach, as opposed to primitive variables formulations might be less conducive than the straightforward inclusion of available measures.

**Numerical tests.** Consider a cylindrical geometry and assume the measures to be located on internal layers parallel to the flow; in Figure 9 (left) the noisy data on the layer crossing the axis of symmetry of the cylinder are reported.
It is also assumed that the noise affects the boundary data (whereas in [18] they are considered exact), which is always the case in real applications. For the numerical solution with the WLSFE method the boundary and internal data are properly weighted according to the noise level (assumed known in this particular experiment); the assimilated solution, on an internal layer close to the measurement one, is reported in Figure 9 (right). The filtering action of the DA on the noise is evident. Quantitative analysis, not reported here, reveals a good level of accuracy [39].

Figure 9: On the left the synthetic measures generated adding Gaussian noise to an analytical solution are reported on a layer crossing the axis of symmetry. On the right, on a layer close to the one where the measures are collected, the assimilated velocity is reported. Adapted from [39].

4.1.4 WLSFEM as a Bayesian approach to DA

In [21] a reinterpretation of the WLSFEM in terms of Bayesian approach to DA is proposed; in fact, in [39] the method is not presented in an inverse problem framework. Here we show that the WLSFE solution can be interpreted as the maximum a posteriori (MAP) estimator in a variational Bayesian approach to DA, for a certain choice of a priori distribution and likelihood function. A statistical interpretation of the weights is also provided.

In describing the method we refer to the general boundary value problem (65). We recall that in a Bayesian approach to DA all variables are treated as random, the goal is to determine the p.d.f. of $u$ conditioned on realizations of the measures $d_1, \ldots, d_N$, available on the internal layers $\Gamma_1, \ldots, \Gamma_N$. We assume that the measures are affected by the measurement noise $\nu_1, \ldots, \nu_N$, such that $d_i(x) = u(x)|_{\Gamma_i} + \nu_i(x)$, for $i = 1, \ldots, N$. To apply the Bayes theorem we need to define an a priori distribution for $u$, $p_u$, based on our prior belief on $u$ and a likelihood function for the measurement noise $\nu_i$, $p_{\nu_i}$. In order to show the equivalence between the WLSFE deterministic solution, or WLSFE estimator, and the MAP estimator in the Bayesian setting we make the following choices.

We define a prior distribution which is large when $u$ satisfies the governing equations (65) “well” and small otherwise; in this way the prior describes to what extent the equations are a good model for the observations. Formally

$$p_u(u) \propto \exp \{ -J(u) \},$$

where $J$ is defined as in (66).

Next, in defining the likelihood functions for $\nu_i$, we assume that the measurement errors $\nu_i$ are independent and normally distributed with null mean and
variance $\frac{1}{\sigma^2}$, being $w_i$ the weights introduced in the previous Section. Applying the Bayes theorem we have

$$p_{u|d_1,\ldots,d_{N_\epsilon}} \propto \exp \left\{ -J(u) - w_i u - d_i \| u - d_i \|_H^2(\Gamma_1) + \ldots + w_{N_\epsilon} u - d_{N_\epsilon} \| u - d_{N_\epsilon} \|_H^2(\Gamma_{N_\epsilon}) \right\} \Rightarrow$$

$$p_{u|d_1,\ldots,d_{N_\epsilon}} \propto \exp \left\{ -\hat{J}(u) \right\},$$

for $\hat{J}$ as in (67). The MAP estimator is then the value of $u$ that maximizes the posterior distribution $p_{u|d_1,\ldots,d_{N_\epsilon}}$, thus

$$\hat{u}_{MAP} = \arg \max p_{u|d_1,\ldots,d_{N_\epsilon}} = \arg \min \hat{J}(u) = u_{WLSFE},$$

This leads to the conclusion that the WLSFE solution, $u_{WLSFE}$, is actually a Bayesian estimator for the variable $u$; thus, we have the following statistical interpretations:

- the mathematical model encodes our prior belief on $u$;
- the data is a correcting likelihood;
- the weights reflect the variance of the measurement noise, i.e. are an index of the reliability of the measures.

This procedure, and the associated considerations, naturally apply to the first order form of the NSE so that the velocity estimated via WLSFEM is a Bayesian estimator. The latter differs from the one introduced in [19] in the choice of the prior distribution and likelihood function. The first approach is certainly more general as does not require the measures to be on a plane and more straightforward because formulated for the primitive variable, on the other hand, the second is computationally cheaper as it deals with the recast (linear) form of the NSE. As for the accuracy, an extensive comparison is still missing.

4.2 Estimation of the arterial compliance from measurements of displacement: an inverse fluid-structure interaction problem

As a second example, we consider the estimation of the compliance of an artery. The problem consists of estimating the compliance of an artery wall, based on (noisy) data of the displacement of the wall, obtained using medical devices such as Magnetic Resonance Imaging (MRI) during a heart beat. We focus on two approaches that have been recently adopted in the literature. In [59] a variational approach is pursued: the compliance is used as control variable for minimizing the misfits between the results of a fluid-structure interaction problem and the displacement of the vessel (possibly retrieved from images). In [6] a Reduced Order Unscented Kalman Filter is advocated to solve the same problem. In the following we summarize these two approaches and present some results of these works. For details we refer the reader to the corresponding works.
4.2.1 Problem formulation

We consider a domain of a vessel (structure domain) perfused by blood (fluid domain) as depicted in Figure 10. We make the simplistic assumption that the vessel is (linearly) elastic, with the stress tensor $\sigma_s$ depending on the vessel displacement $\eta$ as

$$\sigma_s(\eta) \equiv \gamma_1(\nabla \eta + (\nabla \eta)^T) + \gamma_2(\nabla \cdot \eta) I,$$

where

$$\gamma_1 := \frac{E}{2(1+\nu)}, \quad \gamma_2 := \frac{E\nu}{(1+\nu)(1-2\nu)},$$

are the Lamé constants, $I$ is the identity tensor, $E$ is the Young’s modulus and $\nu$ is the Poisson’s ratio. For the sake of notation, we factor the Young’s modulus $E$ out of the stress tensor, and so that we can write

$$\sigma_s = E \bar{\sigma}_s, \quad \bar{\sigma}_s := \frac{1}{2(1+\nu)}(\nabla \eta + (\nabla \eta)^T) + \frac{\nu}{(1+\nu)(1-2\nu)}(\nabla \cdot \eta) I.$$ 

The vessel deforms under the stress coming from the blood, and in turn, the elastic structure of the vessel affects the blood flow. This problem has been largely investigated in other Chapters of this book (see also e.g [24]). For the sake of numerical approximation of the problem, the problem is formulated on a frame of reference moving with the physical wall of the artery and fixed on the artificial boundaries (inflow/outflow). This approach is known as the Arbitrary Lagrangian Eulerian (ALE) formulation, see, e.g [41, 20]. We write the problem according to the ALE frame of reference. At time $t$ the blood velocity $u$ and pressure $p$ live in the fluid domain $\Omega_f^t$, whereas the vessel displacement $\eta$ lives in the structure vessel domain $\Omega_s^t$. We denote the interface between the fluid and the solid domains with $\Sigma^t$ (see Figure 10). It is more convenient to model the structure displacement $\eta$ in the reference configuration $\bar{\Omega}_s$; we denote a variable in the reference configuration with a $\hat{\cdot}$, e.g. $\hat{\eta}$. 

Figure 10: Representation of the domain of the FSI problem: fluid domain on the left, structure domain on the right.
1. **Fluid-Structure problem.** Find fluid velocity \( \mathbf{u} \), pressure \( p \) and structure displacement \( \eta \) such that

\[
\begin{align*}
\rho_f \frac{D^A \mathbf{u}}{dt} + \rho_f ((\mathbf{u} - \mathbf{w}) \cdot \nabla) \mathbf{u} - \nabla \cdot \mathbf{\sigma}_f &= \mathbf{f}_f, & \text{in } \Omega_f^t \times (0, T), \\
\nabla \cdot \mathbf{u} &= 0, & \text{in } \Omega_f^t \times (0, T), \\
\rho_s \frac{\partial^2 \tilde{\eta}}{\partial t^2} - \nabla \cdot (E \tilde{\mathbf{\sigma}}_s) &= \tilde{\mathbf{f}}_s, & \text{in } \Omega_s \times (0, T), \\
\mathbf{u} &= \frac{\partial \eta}{\partial t}, & \text{on } \Sigma^t \times (0, T), \\
\mathbf{\sigma}_s \mathbf{n} - \mathbf{\sigma}_f \mathbf{n} &= 0, & \text{on } \Sigma^t \times (0, T),
\end{align*}
\]

where \( \mathbf{\sigma}_f(\mathbf{u}, p) = -p \mathbf{I} + \mu(\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \), \( \rho_f \) and \( \rho_s \) are the fluid and structure density, \( \mu \) is the constant blood viscosity, \( \mathbf{f}_f \) and \( \mathbf{f}_s \) are the forcing terms. Here, \( \frac{D^A}{Dt} \) is the so-called ALE derivative and \( \mathbf{w} \) is a lifting of the velocity at \( \Sigma^t \) in \( \Omega_f^t \). Typically (but not necessarily) this lifting is obtained by solving a Poisson problem (harmonic lifting). At the inlet and outlet sections, proper boundary conditions have to be prescribed. In particular, it is important to use absorbing boundary conditions at the outlet to avoid unphysical solutions. The two matching conditions enforced at the interface are (69)\(_4\) (*continuity of fluid and structure velocities*) and (69)\(_5\) (*continuity of stresses*).

Before moving to the problem of the estimation of the parameters, to reduce computational costs a simplified set of equations for the Fluid-Structure Interaction (FSI) problem can be used. In fact, for large arteries, the wall thickness is in general significantly smaller than the dimension of the lumen, so that the arterial wall can be described as a 2D surface rather than a 3D structure. If we also assume that the displacement occurs only in the normal direction\(^{12}\) it can be shown [57] that the structure equations reduce to

\[
\rho_s h_s \frac{\partial^2 \eta}{\partial t^2} + E \beta \eta = \mathbf{f}_s
\]

where \( \eta \) refers to the normal displacement on the boundary of the vessel, \( \beta \) is a parameter embedding both geometrical and physical properties of the membrane, whose expression is given by \( \beta = \frac{h_s}{1 - \nu}(4 k_m^2 - 2(1 - \nu) k_g) \). Here \( k_m \) and \( k_g \) are respectively the mean and Gaussian curvature of the membrane and \( h_s \) is the wall thickness. Discretizing the problem in time (using for instance backward Euler) and imposing the conservation of the normal stresses on the

\(^{12}\)This assumption may be questionable for arteries close to the heart (like the aortic arch), however it is in general quite acceptable.
interface, the Fluid-Membrane Interaction (FMI) problem can be written as

$$\begin{aligned}
\frac{\rho_f}{\Delta t}(u^n - u^{n-1}) + \rho_f((u^* - w^*) \cdot \nabla)u^n + \nabla \cdot \sigma_f &= f_f & \text{in } \Omega^*
\n\nabla \cdot u^n &= 0 & \text{in } \Omega^*
\n\nabla \cdot \tau &= 0 & \text{on } \Sigma^*
\n\n \begin{cases}
\n\n\n n \cdot \sigma_f n + \left( \frac{\rho_s h_s}{\Delta t} + E^n \beta \Delta t \right) u^n \cdot n = \left( \frac{\rho_s h_s}{\Delta t} u^{n-1} \cdot n - E^n \beta \eta^{n-1} \right) & \text{on } \Sigma^*
\n\eta^n = \eta^{n-1} + \Delta t u^n \cdot n
\end{cases}
\n\n\text{where } \tau \text{ is any unit versor in the tangent space to } \Sigma^*. \text{ Notice how the effect of the structure is now expressed as a Robin-type boundary condition for the fluid equations. The superscript } ^* \text{ denotes a suitable extrapolation of the quantity at the time } t^n. \text{ Notice that if we use a semi-implicit scheme to deal with convective and geometric non-linearities, so that } \Omega^* = \Omega^{n-1} \text{ and the fluid and structure equations are then decoupled (within the time step). In particular, the equation for } \eta^n \text{ can be promptly solved once the fluid equations have been solved. We will make use of this model in the following Sections.}
\n4.2.2 Parameter estimation problem

The displacement of a vessel can be retrieved from images properly segmented and registered in time. This means that at each available snapshots, the arterial wall is reconstructed as a triangulated surface; then, a map is properly computed to identify the image of each point at the subsequent snapshots (see e.g. [33, 61]). The map is obtained by minimizing the mismatch between the image of its application to a snapshot and the successive one. In particular we denote by } \tau_k \text{ the instants when images are available and by } \Delta \tau \text{ the length of each time interval. Once the map is computed, the displacement is promptly available. In [61] for instance the Iterative Closest Point criterion is used to quantify the mismatch and to compute the map. Our goal now is to estimate the compliance of the vessel such that the mismatch between the retrieved and the computed displacement is minimized. To this end, we introduce the following cost functional

$$J_1 = \frac{1}{2} \sum_{k=1}^{N} \int_{\Sigma} (\eta_{meas}(x, \tau_k) - \eta(x, \tau_k))^2 \, d\sigma. \quad (71)$$

where } \eta(x, \tau_k) \text{ solves equations (69) at instants } \tau_k \text{ and } \eta_{meas} \text{ is the (noisy) observed displacement. Here, we are assuming to have a continuous displacement field } \eta_{meas} \text{ defined on } \Omega_e. \text{ In case we only have sparse measurements of the displacement, it is reasonable to use the following cost functional}

$$J_2 = \frac{1}{2} \sum_{k=1}^{N} \sum_{j=1}^{M} \|\Delta \eta_j, k\|_{H^{-1}}^2, \quad (72)$$
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where $\Delta \eta_{j, k} = \eta_{\text{meas}}(x_j, \tau_k) - \eta(x_j, \tau_k)$, $R_k^{-1}$ is a weight s.p.d. matrix. Should probabilistic information on the displacement be available, $R_k^{-1}$ is the covariance matrix of the noise of the displacement retrieval process.

As anticipated, we consider two approaches to solve this problem: a deterministic variational approach and a Kalman-based approach.

**Remark 4.2** Typically, the time step $\Delta t$ of the numerical scheme is smaller than the time sample $\Delta \tau$, requiring more observations than those available. A common practice is to recover the observation at needed time steps by interpolation. In the following we will use this approach.

**Variational approach** In order to minimize $J_1$ we can use a gradient based optimization approach as discussed in Section 3.2. However, as outlined there, the solution of an unsteady minimization problem, such as the FSI problem, would be very expensive because all the steps are coupled together, and it would also require the evaluation of shape derivatives since the geometry is evolving in time. To reduce the computational costs and the algorithm complexity, we exploit the fact that the parameter $E$ does not change in time and solve the following suboptimal problem. First, we discretize the system in time. Then, at each time instant $t^n$ we solve a steady suboptimal optimization problem, finding the value $E^n$ which minimizes the functional

$$J_3^n = \frac{1}{2} \int_{\Sigma} (\eta_{\text{meas}}(x, \tau_n) - \eta(x, \tau_n))^2 d\sigma,$$

constrained by the time-discrete fluid-structure interaction problem at time $t^n$. Finally, we compute $E$ as the average of $E^n$: $E = \frac{1}{N} \sum_{n=1}^{N} E^n$.

**Numerical solution** For the sake of clarity, we focus on the simplified membrane model (70), already discretized in time. However, note that the optimization strategy described in the following, has been applied to the original FSI problem (69) in [59]. When considering the membrane approximation, the cost functional $J_3^n$ becomes

$$J_m^n = \frac{1}{2} \int_{\Sigma} (\eta_{\text{meas}}^n - \eta^n)^2 d\sigma,$$

and the adjoint of problem (70) reads\(^{13}\)

\[
\begin{aligned}
\frac{\rho' L}{\Delta t} (\chi^n - u^{n-1}) - \rho_f ((u^* - w^*) \cdot \nabla) \chi^n + \nabla \cdot \sigma_f (\chi^n) = \Delta t (\eta_{\text{meas}}^n - \eta^n)n & \quad \text{in } \Omega^* \\
\nabla \cdot \chi^n = 0 & \quad \text{in } \Omega^* \\
\chi^n \cdot \tau = 0 & \quad \text{on } \Sigma^* \\
\mathbf{n} \cdot \sigma_f (\chi) \mathbf{n} + \left( \frac{\rho_s h_s}{\Delta t} + E^n \beta \Delta t \right) \chi^n \cdot \mathbf{n} = 0 & \quad \text{on } \Sigma^* \\
\eta^n = \eta^{n-1} + \Delta t \chi^n \cdot \mathbf{n} & \quad \text{on } \Sigma^*.
\end{aligned}
\]

\(^{13}\)see (37), and note that here the adjoint variable is denoted with $\chi$ as in this context $\rho$ is used for the density.
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The gradient of the cost functional with respect to the parameter $E^n$ is obtained using the adjoint variable $\chi$ and relation (38), which, for the problem at hand reads

$$\frac{D\mathcal{J}_m^n}{DE} \bigg|_{E^n} = - \int_{\Sigma} \beta \left( \Delta t \mathbf{u}^n \cdot \mathbf{n} + \eta^{n-1} \right) \left( \chi^n \cdot \mathbf{n} \right) d\sigma.$$  

The optimization is performed using the BFGS method. In particular, at each time step, for a given initial guess of the parameter $E^n(0)$, the BFGS method iteratively provides parameter guesses $E^n(j)$, based on the values of the cost functional $\mathcal{J}_m^n(E^n(j-1))$ and its derivative $\frac{D\mathcal{J}_m^n}{DE} \bigg|_{E^n(j-1)}$. The iterative procedure stops when the norm of $\frac{D\mathcal{J}_m^n}{DE} \bigg|_{E^n(j-1)}$ is less than a given tolerance.

**Remark 4.3** BFGS is a method devised for unconstrained optimization, while the problem at hand features the constraint $E > 0$. Unilateral constraints can be managed as indicated in [58]. Here, we include this, with a simple change of variable, by using as a control variable $\psi = \log(E)$, so that $E = \exp(\psi) > 0$ for every $\psi$.

**Numerical results on a simplified geometry representing an abdominal aneurysm** In the numerical results presented in this Section, we will use the simplified membrane model (70). The optimization strategy depicted above, however, can be equally applied to this simplified problem.

We consider a 2D axisymmetric geometry which represents an abdominal aneurysm (see Figure 11, top-left). The radius of the vessel varies from $1$ cm to $2.5$ cm and the vessel length is $6$ cm. We perform a synthetic simulation in which we prescribe the piecewise linear Young’s modulus shown in Figure 11 (bottom-left). For the forward simulation, we take $E_a = 4 \cdot 10^6$ dyne/cm$^2$, $E_b = 10^7$ dyne/cm$^2$, $E_c = 5 \cdot 10^6$ dyne/cm$^2$. We prescribe at the inlet a parabolic profile for the velocity, whose maximum $u_{\text{max}}$ lies on the axis of symmetry and it is given by

$$u_{\text{max}} = u_{\text{max}}^0 + A \max \left\{ \sin \left( \frac{2\pi t}{T} \right) ; 0 \right\},$$

where $u_{\text{max}}^0 = 5$ cm/s, $A = 55$ cm/s and $T = 0.6$ s. At the outlet we prescribe the absorbing boundary conditions proposed in [57]. We run the simulation for two heart beats, i. e. for $0 < t \leq 2T$. We add a uniform noise $\nu_P$ to the forward displacement $\eta_{\text{fed}}$ and we use the result as data for the control problem. In Figure 11 (bottom-right) we report a comparison between the displacement obtained with the forward simulation, the noisy data and the computed displacement at time $t = 0.96$ s. The agreement is very good.

In Table 4, we report the average, over the 10 realizations, of the estimated values of $E_a$, $E_b$ and $E_c$ and the number of times the state and the adjoint problem have needed to be solved. Different noise percentage $P$ are considered. The initial guess is $E_{a,0} = E_{b,0} = E_{c,0} = 2 \cdot 10^7$ dyne/cm$^2$. The estimated
Figure 11: Aneurysm simulation. Top-left: mesh used for the simulation. Bottom-left: piecewise linear approximation of the Young’s modulus $E$ in the forward simulation. Top-right: Velocity vectors and pressure at time $t = 0.96 \, s$. Bottom-right: Comparison between the displacement obtained with the forward simulation, the noisy data and the computed displacement, at time $t = 0.96 \, s$ and for $P = 0.1$.

| SNR | $E_a$          | $E_b$          | $E_c$          | iter. (state|adjoint)|
|-----|----------------|----------------|----------------|----------------|
| 34  | $4.047 \pm 0.118$ | $10.19 \pm 0.295$ | $5.194 \pm 0.240$ | 12.9|3.5 |
|     | (1.2%)         | (1.9%)         | (3.9%)         |                |
| 17  | $4.034 \pm 0.281$ | $10.40 \pm 0.505$ | $5.507 \pm 0.584$ | 14.8|3.8 |
|     | (0.9%)         | (4%)           | (10%)          |                |
| 8   | $4.200 \pm 0.550$ | $10.89 \pm 0.850$ | $-$             | 16.0|4.2 |
|     | (5%)           | (8.9%)         |                |                |

Table 4: Noisy case. Mean and standard deviation (to be multiplied by $10^6$) of the ten estimates for $E_a$, $E_b$, $E_c$ and number of state and adjoint iterations (bottom) for different values of the noise percentage $P$. The initial guess is $E_{a,0} = E_{b,0} = E_{c,0} = 2 \cdot 10^7 \text{dyne/cm}^2$.

values for $P = 0.1$ and $P = 0.2$ are quite accurate. For $P = 0.3$ we do not find a converged value for $E_c$. To overcome this problem, we add a regularization
term to the cost functional $J^E_3$, penalizing values of $E$ far from the initial guess. Table 5 shows that the regularization term is effective. The estimates for $E_a$ are still the more sensitive to the noise, but now the estimated values are acceptable. In the first time steps of the simulation, the displacements computed by the FSI solver are very small for $x > 3$ cm, hence the data is dominated by the noise in that region. This fact can be an explanation of the high sensibility to the noise of the estimated value for $E_c$.

| SNR | $E_a$       | $E_b$       | $E_c$       | iter.$\{\text{state}|\text{adjoint}\}$ |
|-----|-------------|-------------|-------------|-------------------------------------|
| 34  | $4.032 \pm 0.119$ | $10.15 \pm 0.320$ | $5.123 \pm 0.129$ | $13.1|3.7$ |
| (0.8%) | (1.5%) | (2.5%) | |
| 17  | $4.222 \pm 0.238$ | $10.17 \pm 0.510$ | $5.349 \pm 0.368$ | $14.2|3.6$ |
| (5.5%) | (1.7%) | (7.0%) | |
| 11  | $4.446 \pm 0.426$ | $10.57 \pm 0.780$ | $7.036 \pm 3.90$ | $15.5|4.1$ |
| (11%) | (5.7%) | (41%) | |
| 8.3 | $4.386 \pm 0.570$ | $11.09 \pm 1.519$ | $7.802 \pm 4.12$ | $16.9|4.1$ |
| (9.6%) | (11%) | (56%) | |

Table 5: Noisy case with regularization term. Mean and standard deviation (to be multiplied by $10^6$) of the ten estimates for $E_a$, $E_b$, $E_c$ and number of state and adjoint iterations (bottom) for different values of the noise percentage $P$. The initial guess is $E_{a,0} = E_{b,0} = E_{c,0} = 10^7$ dyne/cm$^2$.

**Reduction of the Computational Costs via POD** In this Section we show an example of how the POD procedure explained in Section 3.3 can be used for reducing the computational costs of the problem of the estimation of the Young’s modulus explained in the previous paragraph. We will assume that the structure is approximated as a 2D membrane, which allows us to use the simplified model (70). Furthermore, we divide the structure in a predetermined number $k$ of regions along the axial direction of the vessel, and we consider the case where the Young’s modulus is globally piecewise constant, with a constant value in each (predetermined) region. This choice is driven by both practical and theoretical reasons. On one hand, it can allow us to model the scenario where, due for instance to the presence of some pathology, the local properties of the tissue are altered. On the other hand, this choice guarantees the existence of a solution for the inverse problem, as shown in [59].

To show why a POD approach is reasonable, let us consider a flow in a cylinder, where the membrane has been divided in three regions in which the Young’s modulus is constant, and let us consider for the inflow a sinusoidal pressure wave of the type

$$p(t) = 500 \sin(50\pi t).$$

We solve the forward problem for different values of each of the Young’s moduli in the three regions and we compute the correlation matrix of the Finite
Figure 12: Example of piecewise constant (along the axial direction) Young’s modulus.

Element snapshots for fluid velocity, denoted $u_h$, and membrane displacement, denoted by $\eta_h$. The number of degrees of freedom is 9186 for the fluid velocity and 3540 for the membrane displacement.

Figure 13: Singular values of the velocity (left) and membrane displacement (right) snapshot matrix. Here we chose $E = (E_1, E_2, E_3)$, with $E_i \in \{1, 1.5, 2\} \cdot 10^6$ dyn/cm$^2$, and performed 60 time step.

The figures suggest that the unknowns can be well approximated by vectors belonging to spaces of dimensions much lower than the corresponding Finite Element ones. Therefore, it is natural to think to POD, as a possible strategy to reduce the computational costs.

At time $t^n$ the fully discrete Inverse Fluid-Membrane Interaction (IFMI) problem reads: find $E_{opt}^n$ such that

$$E^n_{opt, h} = \arg \min_{E \in R^+_1} J^n(E)$$

subject to

$$C(E) \begin{bmatrix} B^T & 0 \\ B & 0 & 0 \end{bmatrix} \begin{bmatrix} u^n_h \\ \delta p^n_h \end{bmatrix} = \begin{bmatrix} f^n_h(E_h) \\ 0 \\ \eta^n_{h-1} \end{bmatrix}$$

where $P$ is a projection matrix, that extracts the normal component of the computed velocity on $\Sigma$. Here the dependence of the velocity matrix $C$ and the...
velocity right hand side $f_h$ on $E_h$ comes from the Robin boundary conditions in (70). We also point out that here we switched to an incremental formulation for the pressure, and we included the term $B^T p_h^{n-1}$ in $f_h^n (E_h)$ for the sake of brevity.

To generate the POD basis, we solve the forward problem (70) for different values of the Young’s modulus and we store the snapshots at each timestep. By this we mean that $u_h^n$ and $u_h^{n+1}$ are two different snapshots, even if they correspond to the same Young’s modulus. However, we expect the solution to change smoothly in time, and therefore the singular values of the snapshots matrix should decay fast. This is confirmed by the numerical experiments, as we showed in Figure 13.

When building our reduced order model for the FMI problem, we want to exploit the divergence-free velocity snapshots. Assume we have stored the velocity vectors in the matrix $W_u$. When we project the momentum equation onto the range of $W_u$ we obtain

$$W_u^T Cu^n + W_u^T B^T \delta p_h^n = W_u^T f_h^n$$

(75)

Should the geometry be constant in time, then the product $W_u^T B^T = (BW_u)^T$ would be identically zero, being the discrete space divergence-free, and the pressure increment term would disappear. When the geometry is moving, this is not true, since each snapshot is strictly speaking divergence free only in the geometry in which it was computed. However, for a small time step (and for small displacements) we do expect the increment $\delta p^n$ to be small. For the sake of the computational costs, we drop the pressure correction term in the reduced problem. This can be regarded as an explicit treatment of the pressure in the time advancing scheme. Once the reduced momentum equation has been solved, the pressure can be recovered by solving the least square problem in the full Finite Element space, that is,

$$p_h^n = \min_{q_h \in Q_h} ||f_h^n - C u_h^n - B^T q||^2$$

(76)

The solution to this problem exists and is unique, provided that the velocity and pressure FE spaces satisfy the inf-sup condition, which guarantees that $B^T$ has full column rank. In order to have a representation of the pressure in the reduced space, one has to make sure that the reduced saddle point problem is non-singular. In literature this issue has been tackled by enriching the velocity reduced space [65].

We therefore construct the reduced basis only for the fluid velocity and membrane displacement fields. To this end, we solve the forward problem for a given set of Young moduli $E_1, \ldots, E_M$ and store the corresponding solutions (snapshots) $u_{h,i}, \eta_{h,i}$. In order to deal with non-homogeneous boundary conditions at the inflow/outflow sections, we modify the velocity snapshots in the following way

$$\hat{u}_{h,i} = u_{h,i} - u_f$$

(77)

where $u_f$ is the solution of a steady rigid-wall Stokes problem used as a lifting function for the non-homogeneous boundary conditions. This choice allows us
to preserve the divergence-free nature of the snapshots which are then collected (amended by the lifting) in the snapshots matrices $X_u$ and $X_\eta$. We compute the SVD of these matrices and let $W_\alpha$ be the matrices containing the first $k_\alpha$ left singular vectors of $X_\alpha$ ($\alpha = u, \eta$), with $k_\alpha$ such that

$$
\sum_{i=1}^{k_\alpha} \sigma_i \geq \tau \sum_{i=1}^{N_\alpha} \sigma_i
$$

(78)

where $\sigma_i$ are the singular values of $X_\alpha$, $\tau$ is the fraction of data variability that we want to capture (typically we take $\tau = 0.9, 0.95$ or $0.99$) and $N_\alpha$ is the dimension of the FE space. The columns of $W_u$ and $W_\eta$ form the reduced basis for the fluid velocity and membrane displacement spaces.

If we project the IFMI problem (74) onto the reduced space, we then obtain

$$
E^n_h = \mathop{\arg\min}_{E_h \in \mathbb{R}^n} \mathcal{J}_r^n(E_h) = \frac{1}{2} \| \eta^n_{r,h} - d^n_r \|_\Sigma^2 + \mathcal{R}(E_h)
$$

s.t. \[
\left[ \begin{array}{cc} C_r & O \\ -\Delta t P_r & I \end{array} \right] \left[ \begin{array}{c} \lambda_u \\ \lambda_\eta \end{array} \right] = \left[ \begin{array}{c} 0 \\ -M_r(\eta^n_{r,h} - d^n_r) \end{array} \right] \]

(79)

where $C_r = W^T_u C W_u$, $M_r = W^T_\eta M_\eta W_\eta$, $P_r = W^T_\eta P W_u$, $f^n_{r,h} = W^T_u (f^n_r - B^T p_h)$, $d^n_{r,h} = W^T \eta_{h,n} \eta_{\eta,meas}$, and the dependence of $C$ and $f^n_r$ on $E$ is understood for brevity.

The minimization problem is then solved as in the previous Section, using the BFGS method. In particular, in order to evaluate the functional and its gradient, we solve the state and adjoint problems respectively, which are given by

$$
\begin{cases}
\left[ \begin{array}{cc} C^T_r & -\Delta t P^T_r \\ O & I \end{array} \right] \left[ \begin{array}{c} \lambda_u \\ \lambda_\eta \end{array} \right] = \left[ \begin{array}{c} 0 \\ -M_r(\eta^n_{r,h} - d^n_r) \end{array} \right] & \text{(State)} \\
\left[ \begin{array}{cc} C_r & O \\ -\Delta t P_r & I \end{array} \right] \left[ \begin{array}{c} \eta^n_{r,h} \\ \eta_{\eta,meas} \end{array} \right] = \left[ \begin{array}{c} f^n_{r,h} \\ \eta_{r,h} \end{array} \right] & \text{(Adjoint)}
\end{cases}
$$

(80)

**Numerical results on an idealized aortic arch** In this Section we study the flow in a curved pipe resembling the shape of an idealized aortic arch. In particular, the geometry consists of a half torus joint with a cylinder. We chose the major and minor radii of the torus (i.e. the distance between the center of the torus and the centerline of the pipe and the radius of the pipe respectively) to be $R = 1.5cm$ and $r = 0.5cm$, while the length of the cylindrical part is $L = 5cm$. At the inflow/outflow sections we prescribe the Neumann conditions

$$
pn - \nu (\nabla u + \nabla u^T) = gn
$$

with $g = 0$ at the outflow and $g(t) = 500 \sin(100\pi t)$ at the inflow.

As in the previous Section, we solve the forward problem for a given Young’s modulus and we store the corresponding membrane displacement. This will
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provide the synthetic measures to be used in the DA procedure. In order to not commit an “inverse crime” we solve the forward problem on a finer mesh, then we add some noise to the computed membrane displacement and we project it on the (coarser) mesh used for the solution of the inverse problem. In other words, we use the measures given by

$$\eta_m = \Pi \eta_{f,h} + ||\eta_{f,h}||_{\infty} \xi e$$

where $\Pi$ is a projection from the fine to the coarse mesh, $\eta_{f,h}$ is the displacement computed on the fine mesh, $e \sim U(-1,1)$ is a random vector and $\xi$ is the noise level, reciprocal of the (SNR).

The Young modulus used to generate the measures is $E = [1.3, 1.8, 1.3] \times 10^6$ dyn/cm², assuming a piecewise constant profile along the axial direction. In particular, $E_1$ is the value of the Young modulus for the first quarter of the torus, $E_2$ is the value for the second quarter, and $E_3$ is the value in the cylindrical part. For the generation of the POD basis, we use the sample $S = \{E \in \mathbb{R}^3 : E_i \in \{1, 2\} \times 10^6$ dyn/cm²$\}$. In Table 6 we report the dimension $N_u, N_\eta$ of the velocity and displacement POD basis for different choices of the POD threshold $\tau$.

In this test we compared the reduced space approach with the full space approach (i.e., the minimization in the full Finite Element space). The history of the estimates at each time step for the case $\text{SNR}=10$ and $\tau = 0.95$ is shown in Figure 14, while in Table 7 we report their performance. The optimal estimate for the Young's modulus is computed by averaging all but the first 10 time steps estimates, which are clearly significantly affected by the initial guess.

We can see in addition that the reduced space approach estimates are as good as the full space approach. Moreover, the error on the estimates is remarkably smaller than the intensity of the noise in the measures, for both the approaches, dropping from 10% to about 2%, that shows also how DA filters the noise in the measures. Regarding the behavior of the estimates with respect to the POD threshold, in Table 8 we report the time averages (excluding the first 10 time steps) and the corresponding relative error for three different POD thresholds.

Finally, in Figure 15 we show the history of the Young modulus estimates for different choices of the POD threshold in the case of $\text{SNR}=5$. It is interesting to notice that, despite the fact that the level of the noise is as large as 20% of the intensity of the signal, the average estimates are still close to the correct values. In particular, even when using a low dimensional size for the reduced model, the optimization procedure clearly detects that the Young modulus in the second region is larger than in the other two regions.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>0.9</th>
<th>0.95</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_u$</td>
<td>5</td>
<td>8</td>
<td>22</td>
</tr>
<tr>
<td>$N_\eta$</td>
<td>5</td>
<td>7</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 6: Dimension of the fluid velocity and membrane displacement POD basis for different values of the POD threshold for the idealized aortic arch test case.
Figure 14: History of the Young modulus estimates for SNR=10. On the left, the estimates obtained by solving the inverse problem on the full finite element space. On the right, the estimates obtained by first projecting the problem on the reduced space. The colors refer to the different components of the vector $E$ ($E_1$ (blue), $E_2$ (red), $E_3$ (green)).

<table>
<thead>
<tr>
<th>FS</th>
<th>RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>$[1.33, 1.84, 1.31] \times 10^6$</td>
</tr>
<tr>
<td>rel. error</td>
<td>1.91%</td>
</tr>
<tr>
<td>exec. time</td>
<td>3176s</td>
</tr>
<tr>
<td>NS solves</td>
<td>492s</td>
</tr>
</tbody>
</table>

Table 7: Comparison between Full Space (FS) and Reduced Space (RS) performance for the idealized aortic arch test case.

<table>
<thead>
<tr>
<th>$\tau = 0.9$</th>
<th>$\tau = 0.95$</th>
<th>$\tau = 0.99$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>$[1.37, 1.81, 1.32] \times 10^6$</td>
<td>$[1.30, 1.78, 1.29] \times 10^6$</td>
</tr>
<tr>
<td>rel. error</td>
<td>2.83%</td>
<td>1.97%</td>
</tr>
</tbody>
</table>

Table 8: Time average of the estimates and relative error for different values of the POD threshold for the idealized arch test case.

### 4.2.3 A Kalman-based Parameter Estimation Approach

Let us consider the FSI system after time-space discretization and linearization that we write as

$$U^k = A^{k-1}U^{k-1} + F^{k-1},$$

where $U^k \in \mathbb{R}^N$ is the vector of velocity and pressure degrees of freedom. In order to estimate the parameter $E \in \mathbb{R}^p$ the augmented state approach is used. Define $X^{(k)} := [U^{(k)}, E^{(k)}]$, then the system becomes

$$X^{(k)} = A^{(k-1)}X^{(k-1)} + F^{(k-1)}, \quad A^{(k)} = \begin{bmatrix} A^{(k)} & 0 \\ 0 & I \end{bmatrix}, \quad F^{(k)} = \begin{bmatrix} F^{(k)} \\ 0 \end{bmatrix}.$$
The initial state is assumed to be $X^{(0)} = [U^{(0)}, E_{ref} + \theta^{(0)}]$, and $b^{(k)} = 0$, i.e. the initial velocity and displacement are assumed to be known without uncertainty and the model is considered exact. The variables to be estimated are denoted by $\theta$. The measures of the displacement are affected by a white noise $\nu^{(k)}$, i.e.

$$\eta^{(k)}_{meas} = H_k X^{(k)} + \nu^{(k)}.$$ 

Since the problem is nonlinear, an unscented Kalman filter approach (see Section 2.5) is used where $(N + p + 1)$ sample points (for details see [6]) are needed to approximate the average and the covariance of the evolving state. As explained in Section 2.5, the predictor phase consists in evaluating $X^{(k)}$ for each sample $X_i^{(k-1)}$, which requires the solution of the FSI problem $(N + p + 1)$ times at each time step. This is computationally prohibitive, therefore a model reduction is performed. The idea is to exploit the fact that the initial covariance is given by

$$\Lambda^{(0)} = \begin{bmatrix} 0 & 0 \\ 0 & \text{Cov} (\theta^{(0)}) \end{bmatrix},$$ 
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and to use a factorized formulation of the unscented Kalman filter. In this way [6] it is possible to use only $p + 1$ sample points, which significantly reduce the computational cost of the method when $p \ll N$, i.e. when the number of parameters is much smaller than the dimension of the state.

Consider the idealized 3D geometry of an abdominal aortic aneurysm showed in Figure 16, left. The structure is divided, a priori, in five regions featuring different values of the Young modulus $E$, corresponding to different colors in Figure 16. The typical displacements and noise recorded in the five regions are shown in Figure 16, right.

Figure 16: Left: idealized abdominal aortic aneurysm geometry with subregions and fluid velocity field; displacement and pressure fields at the outlet as a function of time. Right: Noise compared to the typical wall displacements in the five regions and signal to noise ratios. Adapted from [6].

**Numerical Results** Consider the idealized 3D geometry of an abdominal aortic aneurysm showed in Figure 16, left. The length of the geometry, the minimum and maximum diameters are 23cm, 1.7cm and 5cm respectively. The Poisson ratio, density and viscosity of the structure are 0.46, 1.2 g/cm$^3$ and $10^{-3}$ s, respectively. The fluid density and viscosity are 1 g/cm$^3$ and 0.035 Po, respectively. A Windkessel boundary condition is used at the outflow (see 16 for details). We assume to have displacement measures at each grid point of the mesh and that $\nu^{(k)} \sim N(0, \sigma^2 I)$. In analogy with the variational approach, comparing the FE discretization of the cost functional (71) and the cost functional (72), we assume the covariance matrix $R_k$ to be inversely proportional to the $M_k^\Sigma$, the mass matrix on $\Sigma$. In particular we take

$$R_k^{-1} = \beta \sigma^{-2} \frac{\tau_m}{T_{ref}} M_k^\Sigma |\Sigma|,$$

where $\tau_m$ is the time sampling of the measurements, $T_{ref}$ is a reference time, and $\beta$ is a positive scalar used to weigh the importance of the measurements. Also we assume that $\theta^{(0)} \sim N(0, \alpha I)$. Figure 17, top, shows the reconstructed Young modulus in the different regions, as a function of $\alpha$ and $\beta$. The coefficient $\beta$ represent the level of confidence attributed to the displacement measures, whereas $\alpha$ is the *a priori* covariance. As expected, the sensitivity with respect...
to $\beta$ is higher when $\alpha$ is larger and the sensitivity with respect to $\alpha$ is higher in regions with smaller SNR. Together with the estimated parameters, the Kalman filter provides also their covariances, which is an important index to evaluate the confidence we should have in the results. The results are in fact more (less) reliable when the covariances are small (large). The estimated Young moduli and the corresponding standard deviations are showed in Figure 17, bottom.

Figure 17: Top: Estimated Young modulus in the five regions as a function of $\beta$, for $\alpha = 4$ (left) and $\alpha = 9$ (right). The dashed lines represent the reference values. Bottom: mean values (thick solid lines) and plus/minus standard deviations (thin solid lines) of the logarithm of estimated Young modulus, for $\alpha = 4$, $\beta = 100$ (left) and $\alpha = 9$, $\beta = 20$ (right). Adapted from [6].

With respect to the variational method, the filtering approach has the advantages that only the solution of the forward problem is needed and that it provides an estimate of the covariance of the parameters. Also, it is computationally cheaper when the parameter space is much smaller than the state space. However, the nonlinearities are not solved accurately and this can lead to a sub-optimal estimate of the parameters. Also, when the space of the parameters is large (e.g. $E$ is a finite element field with as many DOFs as the number of grid points), the Kalman approach may become expensive.
5 Conclusions

Cardiovascular Mathematics is nowadays a mature discipline not only for understanding and improving basic knowledge of diseases, but also for supporting the clinical practice, with an accurate quantitative estimate, prediction, identification of optimal therapies. In particular, the common denominator of this exciting perspective is the presence of inverse problems, where problems related to blood flow and FSI, traditionally per se challenging, need to be solved several times, assimilated to available measures, analyzed with probabilistic tools. This is true not only for DA, but also for the identification of the optimal realization of a therapy or, more specifically, of a surgical intervention. For instance, in [56, 50, 49] the identification of the optimal placement of leads for optimizing pace making action in the heart is addressed; the computation of a personalized patient-specific peritoneal dialysis is addressed in [62], Chapter 7. In Fig. 18 we report the aortic blood flow simulated with different options of a Left Ventricular Assisted Device (LVAD) implant; in particular, the emphasis is on the location of the cannula from the pump. The identification of the optimal location is still an open problem whose solution certainly depends on the patient-specific morphology.

Figure 18: Simulation of different locations of the cannula of a LVAD in a real aorta. Leftmost: pre-op fluid dynamics (images provided by D. Gupta, Emory University Hospital, image processing and simulations in collaboration with M. Piccinelli (Radiology, Emory University) and T. Passerini (Math & CS, Emory University).

This process bringing complex quantitative analyses from the computer to the bedside requires a strong integration with available data, shifting the goal of performing a patient-specific computation to the patient-specific “assimilation” [71]. This is a crucial step for improving reliability of numerical elaborations, reducing uncertainty and eventually the risks of failure.

Several methods can be pursued to this goal and extensive investigation is
required to establish the most appropriate approach for the different problems. A genuinely numerical-statistical research is necessary for understanding how to reduce the computational costs to be able to tackle challenges presented by clinical problems that typically feature short timelines and large number of patients.

This Chapter intended to offer a short introduction with a special emphasis on FSI problems to some possible methods and to their interplay. Far to be a conclusive and exhaustive presentation, we aimed at turning on interest for the emerging topic of Inverse Cardiovascular Mathematics, with the final - ambitious but possible - goal of introducing mathematically advanced methods in the clinical practice to improve doctors activity and - more importantly - patients healthcare.
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