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SUMMARY

In this work we present a novel approach tailored to approximate the Navier-Stokes equations to simulate fluid flow in three-dimensional tubular domains of arbitrary cross-sectional shape. The proposed methodology is aimed at filling the gap between (cheap) one-dimensional and (expensive) three-dimensional models, featuring descriptive capabilities comparable to the full and accurate 3D description of the problem at a low computational cost. In addition, this methodology can easily be tuned or even adapted to address local features demanding more accuracy. The numerical strategy employs finite (pipe-type) elements which take advantage of the pipe structure of the spatial domain under analysis. While low order approximation is used for the longitudinal description of the physical fields, transverse approximation is enriched using high order polynomials. Although our application of interest is computational hemodynamics and its relevance to pathological dynamics like atherosclerosis, the approach is quite general and can be applied in any internal fluid dynamics problem in pipe-like domains. Numerical examples covering academic cases as well as patient-specific coronary arterial geometries demonstrate the potentialities of the developed methodology and its performance when compared against traditional finite element methods. Copyright © 2015 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The role played by local hemodynamic forces in the initiation and localization of atherosclerosis has been supported by ample evidence gathered from laboratory investigations that include in vivo or in vitro experiments, cell culture studies and gene expression profiling [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. In this context, image processing tools combined with computational fluid dynamics have made possible the accurate characterization of hemodynamic forces acting over the endothelium.

For the simulation of the cardiovascular system there is a trade-off between computational cost and descriptive capabilities of the models employed. While one-dimensional (1D) models are fundamental to understand global cardiovascular interactions involving wave propagation phenomena [11, 12], three-dimensional (3D) models are mandatory to analyze local blood flow...
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features, such as shear stresses, secondary flows, vorticity, oscillatory shear index (OSI), at specific vascular locations [13, 14, 15, 16].

Concerning coronary blood flow, special interest has been triggered in computational fluid dynamics not only to understand the onset and progress of coronary plaque deposition, but also to be used as a methodology to aid decision-making; for example, these modeling tools are employed to estimate non-invasively the Fractional Flow Reserve (FFR) index [17, 18, 19, 20, 21]. Indeed, expensive 3D models are being employed to accurately characterize the pressure drop across coronary obstructive lesions. In contrast, 1D models present an extremely convenient approach in terms of computational cost, but may definitely have limitations to perform such characterization. Comparisons between 1D and 3D models in the context of blood flow were reported in [22, 23].

In this scenario, there have been increasing efforts in describing blood flow dynamics using reduced data [24], or even improved 1D models [25]. In recent years, the Hierarchical Modeling (HiMod) approach appeared as a promising strategy to deal with models in specific geometries like pipes (and in particular arteries) in a controlled increasing manner.

The basic idea is to split the numerical discretization along the axis of the pipe and the transverse components [26, 27]. The rationale is that we may take computational advantage of the knowledge that the phenomenology of major interest occurs along the axis of the pipe, while the transverse dynamics is important only in some locations. A natural choice to reduce the size of the discrete problem is therefore to discretize the axial dynamics with finite elements - to easily fit centerlines with any shape - and to use spectral methods for the transverse one. In fact, a few degrees of freedom with this method are expected to be enough to capture the dynamics over the transverse sections. This is also justified by the fact that often the transverse sections have a regular shape that can be tackled by spectral approaches. In addition, the number of degrees of freedom can be selected to fit different local accuracies and, for instance, to increase the precision in regions of particular interest (e.g. after a vascular stenosis). Spectral adaptivity may be performed on a piecewise (domain decomposition) setting [28, 27] or even on a nodewise framework [29, 30] coupled with 1D axial grid adaptivity [28] and with time adaptivity [30]. In the context of the Navier-Stokes equations, restricted to straight domains of variable cross sectional diameter, the work by Guzzetti [31] is worth mentioning. Similar ideas were employed to simulate incompressible fluid flow in 2D pipe-like domains in [32]. Results reported in that work were promising towards its application to 3D blood flow simulations in curved pipes.

The goal of the present work is to extend the strategy developed in [32] to the case of 3D patient-specific modeling of coronary blood flow. The basic idea of the present methodology is consists in employing pipe-like elements to discretize the domain of analysis. As in HiMod, each pipe element is basically a slab of the tubular domain (the arterial vessel) for which specific axial and cross-sectional interpolation functions are defined. Specifically, physical fields, i.e. fluid velocity and pressure, are approximated using a Cartesian product between polynomial functions of different order, namely low-order for axial coordinate and high-order for transverse coordinates.

The combination of the versatility of classical finite element basis functions along the axis combined with an enriched approximation that guarantees accuracy with a few degrees of freedom for the transverse direction significantly reduces the size of the algebraic problem. This strategy is hereafter referred to as Transversally Enriched Pipe Element Method (TEPEN). It is important to highlight that arbitrarily shaped cross-sectional areas of the pipes are allowed. We demonstrate here that the TEPEN is able to deliver numerical solutions comparable to standard 3D simulations using the Finite Element Method (FEM), and also we quantify the deviations from such reference solutions when the polynomial order in the transverse direction is diminished. Comparisons against the FEM are presented in terms of solution, problem size and computational time within a parallel implementation paradigm.

Generally speaking, the proposed strategy could be somehow placed in between HiMod techniques and standard general purpose classical finite element techniques. In fact for the transverse dynamics HiMod follows an “educated basis” approach, where the transverse basis functions are constructed to incorporate directly information on the solution like the boundary conditions. This reduces the size of degrees of freedom required and may lead to superconvergence situations as
analyzed in [33] but it is based on the solution of Sturm-Liouville eigenvalue problems that may be non-trivial for non Dirichlet boundary conditions and for general geometries. The approach proposed here relies on a very simple discretization of the domain of analysis into a sequence of slabs, and on the assembly of basis functions on top of those pipe elements (the slabs). Even if the reduction of the degrees of freedom is probably less effective than HiMod for general boundary conditions on the lateral surface of the pipe, for Dirichlet problems it is quite immediate and we demonstrate here that the approach is general, simple and effective for the applications of interest.

The rest of the manuscript is organized as follows. Section 2 presents the setting for the fluid flow problem. Spatial discretization is described in Section 3. Processing of patient-specific geometries is described in Section 4. Academic numerical examples are presented in Section 5, and patient-specific simulations are shown in Section 6. Final remarks are outlined in Section 7.

2. MODEL PROBLEM

Let $\Omega \in \mathbb{R}^3$ with boundary $\Gamma = \Gamma_i \cup \Gamma_o \cup \Gamma_L$, being $\Gamma_i$ and $\Gamma_o$ the inlet and outlet (flat) boundaries, respectively. Lateral pipe wall is smooth and is denoted by $\Gamma_L$. Figure 1 presents a diagram of the domain of analysis for the fluid flow problem.

![Figure 1. Schematic setting for the model problem.](image)

At $\Gamma_i$ and $\Gamma_o$ Neumann or Dirichlet boundary conditions can be imposed. Since we are modeling blood flow in an isolated geometry from the rest of the cardiovascular system, and in order to show the capabilities of our novel approach, we assume that the velocity field is fully developed at $\Gamma_i$ and $\Gamma_o$ and uniform Neumann boundary conditions are assumed at those boundaries. Over $\Gamma_L$ no-slip boundary conditions are considered. These boundary conditions are considered here for simplicity. Other boundary conditions can equally be considered.

The variational formulation for the fluid flow problem reads: find $(\mathbf{u}, p) \in \mathbf{V} \times L^2(\Omega)$ such that

$$
\int_{\Omega} \left[ \frac{\partial \mathbf{u}}{\partial t} \cdot \mathbf{u} + \rho(\nabla \mathbf{u}) \cdot \mathbf{u} + 2\mu \varepsilon(\mathbf{u}) \cdot \varepsilon(\mathbf{u}) - p \div \mathbf{u} - \bar{p} \div \mathbf{u} \right] d\Omega = 0
$$

$$
\left( t_i \mathbf{n} \cdot \mathbf{u} \right) d\Gamma_i + \left( t_o \mathbf{n} \cdot \mathbf{u} \right) d\Gamma_o \forall (\mathbf{u}, \bar{p}) \in \mathbf{V} \times L^2(\Omega),
$$

with $\rho$ and $\mu$ being the fluid density and viscosity, respectively, $\varepsilon(\cdot) = \left( \nabla(\cdot) \right)^S$ is the symmetric gradient operator, $\mathbf{n}$ is the outward unit vector normal to $\Gamma$, $t_i$ and $t_o$ are given data which stand for the magnitude of the normal component of the traction vector imposed at $\Gamma_i$ and $\Gamma_o$, respectively, $(\cdot)$ denotes an admissible variation of field $(\cdot)$ and space $\mathbf{V}$ is

$$
\mathbf{V} = \{ \mathbf{u} \in H^1(\Omega); \mathbf{u}|_{\Gamma_L} = 0 \},
$$

where $H^1(\Omega) = [H^1(\Omega)]^3$. Here we are referring to the usual notation for functional spaces, i.e. $L^2(\Omega)$ is the Hilbert space of functions whose square is integrable in $\Omega$ and $H^1(\Omega)$ is the Sobolev space of functions with values and first derivatives in $L^2(\Omega)$.

We highlight that in the present contribution the development and testing of the numerical methodology is restricted to non-branching domains. The extension to domains featuring
bifurcations can be developed using ideas similar to those published in [32] for 2D problems. For the 3D case this is the matter of ongoing work.

3. TRANSVERSALLY ENRICHED PIPE ELEMENTS

3.1. Geometric mapping

The proposed TEPEM is intrinsically related to the partition of the domain into slabs. That is, we divide the domain \( \Omega \) into subdomains \( \Omega = \bigcup_{i \in I} E_i \) where \( E_i \) denotes an element of the partition \( \mathcal{E}_k \). Each pipe element is a slab of the tubular domain whose axial direction is given by the axial direction of the pipe. A generic element \( E \in \mathcal{E}_k \), in the \( xyz \)-space, is mapped to a reference cubic element \( E^0 \) with coordinates \((\xi, \eta, \zeta)\) and with the dominant direction pointing to, say, \( \zeta \). Hence, the transverse section of the reference pipe element is in the \( \xi \eta \)-plane. For the reference element \( E^0 \) coordinates are such that \( \xi, \eta, \zeta \in [-1, 1] \). The ingredients presented here are shown in Figure 2.

![Figure 2. Pipe-elements \( E \) are slabs of \( \Omega \). Mapping \( \chi_E \) takes slabs to a cubic reference pipe element \( E^0 \).](image)

The mapping \( \chi_E \) between \( E \) and \( E^0 \) is defined as follows

\[
\chi_E(\xi, \eta, \zeta) = \sum_{k=1}^{3} \chi^q_k(\xi, \eta)Q_k(\zeta),
\]

where \( \{Q_1, Q_2, Q_3\} \) is a basis for \( \mathbb{P}_2 \) (quadratic polynomials) in the interval \([-1, 1]\) (i.e. \( Q_i = \varphi_i^u, \ i = 1, 2, 3 \), see (9) below), and \( \chi^q_k \) is a mapping between each transverse section \( \zeta = k - 2 \) at \( E^0 \) and the related transverse section at \( E, k = 1, 2, 3 \). Each one of these transverse mappings is defined as a combination of cubic serendipity polynomials (see Figure 3), that is

\[
\chi^q_k(\xi, \eta) = \sum_{i=1}^{12} \chi^{(k)}_iS_i(\xi, \eta) \quad k = 1, 2, 3
\]
where \( \{x_i^{(k)}, y_i^{(k)}, z_i^{(k)}\}, i = 1, \ldots, 12 \) is the set of points on the transverse section mapped from the section \( \zeta = k - 2 \) on the reference element, and functions \( S_i, i = 1, \ldots, 12, \) are
\[
S_1(\xi, \eta) = \frac{1}{32} (1 + \xi)(1 - \eta)(9(\xi^2 + \eta^2) - 10) \\
S_2(\xi, \eta) = \frac{1}{32} (1 - \xi)(1 + \eta)(9(\xi^2 + \eta^2) - 10) \\
S_3(\xi, \eta) = \frac{9}{32} (1 + \xi)(1 - \eta^2)(1 - 3\eta) \\
S_4(\xi, \eta) = \frac{9}{32} (1 - \xi)(1 - \eta^2)(1 - 3\eta) \\
S_5(\xi, \eta) = \frac{9}{32} (1 + \xi^2)(1 + 3\xi)(1 + \eta) \\
S_6(\xi, \eta) = \frac{9}{32} (1 - \xi^2)(1 - 3\xi)(1 + \eta) \\
S_7(\xi, \eta) = \frac{9}{32} (1 - \xi)(1 - \eta^2)(1 + 3\eta) \\
S_8(\xi, \eta) = \frac{9}{32} (1 - \xi)(1 - \eta^2)(1 + 3\eta) \\
S_9(\xi, \eta) = \frac{9}{32} (1 - \xi^2)(1 - 3\xi)(1 - \eta) \\
S_{10}(\xi, \eta) = \frac{9}{32} (1 - \xi^2)(1 - 3\xi)(1 - \eta)
\]
(5)

Figure 3 displays the points used in the construction of the proposed cubic serendipity mapping. Hence, mapping (3) results
\[
\chi_E(\xi, \eta, \zeta) = \sum_{k=1}^{3} \sum_{i=1}^{12} x_i^{(k)} Q_k(\zeta) S_i(\xi, \eta).
\]
(6)

This mapping is affine, and for typical cross-sectional lumen shapes like the ones observed in our numerical tests, we found it to be invertible. A general analysis of the existence inverse map is out of the scope of the present work and will be considered elsewhere.

![Figure 3. Sub-parametric element and degrees of freedom associated to the geometrical mapping.](image)

### 3.2. Basis functions

The numerical features of the TBPEM reside in the way in which fields are approximated in the reference domain \( E^0 \). Let us denote by \( P_G \) the space of polynomials of order \( G - 1 \) and by \( P_G^2 = P_G \times P_G \) the cartesian product space. Any scalar field \( w \) defined in the original domain \( \Omega \) is
approximated through the function $w^h$ as follows

$$V_h = \left\{ w^h \in C^0(\Omega), w^h(\chi_E(\xi, \eta, \zeta))|_{E} = \sum_{j=1}^{G^2} \sum_{i=1}^{G} w^{ij}_i(\xi, \eta) \varphi_j(\zeta) \right\}$$

$$\forall E \in \mathcal{E}_h, \phi_i \in \mathbb{P}^2_{G}, i = 1, \ldots, G^2, \varphi_j \in \mathbb{P}_S, j = 1, \ldots, S \right\}, \quad (7)$$

For ease of reference, functions $\phi_i$ are called transverse polynomials, and $\varphi_j$ are axial polynomials. Thus, $G$ and $S$ are, respectively, the transverse and axial polynomial orders, and it is considered that $G \gg S$. The real coefficients $w^{ij}, i = 1, \ldots, G^2$, $j = 1, \ldots, S$, define the linear combination.

This approximation strategy allows a natural enrichment of transverse polynomials (simply by increasing the polynomial order) when there is need to simulate complex transverse phenomena. In the context of finite element approximations, the TEPEM is a special choice of interpolants attached to a slab-based meshing strategy. Our main assumption is that the transverse high order approximation allows us to reduce the number of degrees of freedom while being able to accurately predict the physical phenomena.

For the Navier-Stokes problem, each scalar component of velocity field $u = (u_1, u_2, u_3)$ is approximated as $u^h = (u^h_1, u^h_2, u^h_3) \in V^h_{k_1}$, where $V^h_{k_1} = [V^h_{k_1}] \cap \mathbf{V}$ and $p^h \in V^p_{k_1}$, respectively. The space $V^h_{k_1}$ is defined as (7) with transverse and axial polynomial orders given by $G_u$ and $S_u$, respectively. Analogously, for the pressure field $p$ the space is $V^p_{k_1}$, with transverse and axial polynomial orders given by $G_p$ and $S_p$. Examples of interpolants, for velocity and pressure are detailed below.

Hence, the semi-discrete version of (1) becomes: find $(\mathbf{u}^h, p^h) \in V^h_{k_1} \times V^p_{k_1}$ such that

$$\int_{\Omega} \left[ \rho \frac{\partial \mathbf{u}^h}{\partial t} \cdot \mathbf{u}^h + \rho (\nabla \mathbf{u}^h) \cdot \mathbf{u}^h + 2\mu \varepsilon(\mathbf{u}^h) \cdot \varepsilon(\mathbf{u}^h) - p^h \text{div} \mathbf{u}^h - \hat{p}^h \text{div} \mathbf{u}^h \right] d\Omega =$$

$$\int_{\Gamma_1} t_i \mathbf{n} \cdot \mathbf{u}^h d\Gamma_1 + \int_{\Gamma_o} t_o \mathbf{n} \cdot \mathbf{u}^h d\Gamma_o \quad \forall (\mathbf{u}^h, \hat{p}^h) \in V^h_{k_1} \times V^p_{k_1}. \quad (8)$$

The essential boundary conditions over $\Gamma_L$ are directly imposed by construction in the transverse polynomials $\{\phi_{k_1}^2, \ldots, \phi_{k_2}^2\}$.

The discrete fully coupled variational equation (8) is further discretized in time by an implicit backward Euler scheme. The convective term is explicitly treated.

An adequate rule to choose polynomial orders to satisfy the inf-sup condition is still a matter of research. However, and inspired in the classical approach of enriching the velocity field with respect to the pressure field, considering $G_u > G_p$ and $S_u > S_p$ leads to stable pairs of velocity-pressure finite-dimensional spaces. In our experience, the rules introduced below are always stable in the sense of the inf-sup condition.

For the axial polynomials, we consider $S_u = 3$ and $S_p = 2$, i.e., a combination of quadratic and linear approximation for the velocity and pressure, respectively, also known as Taylor-Hood finite elements. Then, in the reference element for the dominant direction we have

\[
\begin{align*}
\varphi_1^p(\zeta) &= \frac{1}{2}(\zeta - 1) \\
\varphi_2^p(\zeta) &= \frac{1}{2}(\zeta + 1) \\
\varphi_2^p(\zeta) &= 1 - \zeta^2
\end{align*}
\]

For the transverse polynomials, the product of two one-dimensional Lagrange polynomials is considered, defined in the coordinates $\xi$ and $\eta$. Let $G$ the transverse order, then each $\phi_i \in \mathbb{P}^2_{G}$ is expressed as

$$\phi_i(\xi, \eta) = \phi_{ij}(\xi) \phi_k(\eta) \quad (\xi, \eta) \in [-1, 1]^2$$

(10)
where \( i \) and \( (j, k) \) are related through a bijection between \( \{1, \ldots, G^2\} \) and \( \{1, \ldots, G\} \times \{1, \ldots, G\} \), and each \( \hat{\phi}_j \) has the typical Lagrangian form
\[
\hat{\phi}_j(\xi) = \prod_{m=1, m \neq j}^{G} \frac{\xi - x_m}{x_j - x_m}, \quad j = 1, \ldots, G. \tag{11}
\]

To avoid oscillatory behavior (Runge’s phenomenon) of standard Lagrange polynomials set on equidistant points, we choose \( x_i, i = 1, \ldots, G \), to be the set of Chebyshev–Gauss–Lobatto points.

For the definition of transverse polynomials for velocity and pressure, we consider the following relation between transverse orders
\[
G_u = 2G_p - 1. \tag{12}
\]

Although other choices are possible, this particular combination is convenient because the nodes for the pressure approximation makes use of a subset of the velocity nodes (nested nodes). Figure 4 shows two sets of nodes corresponding to different transverse orders, where the velocity and pressure degrees of freedom are defined.

![Node diagrams](image)

(a) \( G_p = 3 \) and \( G_u = 5 \).

![Node diagrams](image)

(b) \( G_p = 5 \) and \( G_u = 9 \).

Figure 4. Velocity (red) and pressure (blue) nodes in each transverse section of a reference element for different transverse order. Transverse nodes are defined on the set of Chebyshev–Gauss–Lobatto points. These elements correspond to \( S_u = 3 \) and \( S_p = 2 \).

4. GEOMETRIC MODELING

Patient specific arterial domains are constructed combining (i) any processing pipeline to go from image segmentation to finite element surface meshes and (ii) a centerline extraction process plus the identification of curves that define the transverse luminal areas.

Observe that the specificities of step (i) corresponding to the image segmentation pipeline depend on the imaging modality. Step (ii), in turn, does not depend on the modality. For simplicity, in the next section the procedure is explained for the case of Coronary Computed Tomography Angiography (CCTA) images.
4.1. Image segmentation and processing

The image segmentation and mesh processing pipeline used in this work is illustrated in Figure 5, which is specific for to extract arterial structures from CCTA. In this work we focus on non-bifurcating segments of the Left Anterior Descending (LAD) artery. The core image segmentation work-flow is based on two steps: (a) manually selection of two seed points inside the artery, one after the last visible branch and the second in the distal region. The colliding front method [34] is used to obtain an initial segmentation of the artery delimited by the seed points; (b) a level set algorithm [34] initialized with the colliding front output is used to obtain the final segmentation. The level set method produces a gray-scale image whose zero-level represents the arterial lumen. A raw surface triangulation is constructed using the marching cubes method [35], which produces a closed surface.

The mesh processing work-flow consist of four steps: (a) by using techniques and tools described in [36], a centerline is computed from the raw triangulation, and perpendicular clips are performed to open the mesh at the inlet and outlet; (b) such open surface is smoothed and re-meshed to improve quality and achieve quasi-homogeneous triangle size, producing a refined open surface of the arterial lumen. At this point two operations are applied, (c) a tetrahedralization of the refined surface to produce finite element volume meshes to perform standard finite element simulations; (d) a new centerline is computed from the improved surface obtained in (b) and transverse sections are extracted at approximately equidistant centerline points. All these steps make intensive used of the Vascular Modeling ToolKit (VMTK) [37].

![Figure 5. Work-flow of arterial segmentation and geometric modeling stages. Panel (a) shows the input CCTA image with two seed points (arrows) and the colliding front initial segmentation; panel (b) shows the triangulation obtained with marching cubes after level set execution; panel (c) shows a comparison of the raw surface and the improved mesh; panel (d) presents the centerline of the artery with cross sections represented as surfaces.](image)

We point out that the work-flow composed by panels (a) to (c) in Figure 5 is standard for FEM blood flow simulations, and we stress in this case the need for the time-consuming volume meshing stage (c). For the TEPEM proposed in this work we replace stage (c) by stage (d), which amounts for the generation of the centerline and a 1D mesh on top of it consisting of $N_{1D}$ nodes. At each node $i$, $i = 1, \ldots, N_{1D}$, we have the tangent vector to the centerline $s_i$, which defines the
transversal plane that is used to slice the surface triangulation, generating the polyline $P_i$. Polylines $P_i, i = 1, \ldots, N_{ID}$ accurately characterize the cross-sectional geometry of the vessel.

Regardless of the imaging modality, the image segmentation is able to yield a surface triangulation as shown in panel (c) in Figure 5. After that, the procedure is modality-independent. For instance, a raw geometry obtained from Optical Coherence Tomography (OCT) is used in this work to simulate blood flow in a stenotic case. OCT provides a stack of sections of a coronary artery from inside, similar to Intra-Vascular Ultra-Sound (IVUS) but with more resolution. The longitudinal slices can be segmented (some care is needed to complete the lack of information generated by the shadow of the wire) and stacked to be eventually reconstructed in a 3D surface described by a triangulation. This step was performed again with VMTK by a level-set based procedure. Finally, the centerline is generated as explained above. When imaging is based on OCT only, the resulting geometry is quasi-rectilinear, since the centerline coincides with the catheter form a frame of reference moving with it. We selected this case as a first test to focus on local variations of the transverse sections in a rectilinear setting and to demonstrate the applicability of our approach to diverse imaging modalities. It is worth noting that OCT is becoming a popular imaging method in clinical routine of many top medical centers [38]. In more advanced settings (that we will explore in forthcoming works), the 3D reconstruction can be registered with bi-planar angiographies to obtain the truly 3D curved structure (currently obtained only by CCTA as in the second and third cases tested in Section 6) - for more details see [39].

4.2. Cross-sectional area approximation

Now, it is necessary to approximate the curves $P_i, i = 1, \ldots, N_{ID}$ that define the luminal area using the mapping introduced in (4), thus leading to the mapping (6). Such approximation depends upon the choice of points $x_i, i = 1, \ldots, 12$, for each transversal area. We use the least squares method to best approximate the set of polylines $P_i$ with the set of pipe elements $E = \chi_E(E^0)$.

We assume that the polylines can be satisfactorily approximated by piece-wise polynomial functions which are continuous and with first derivative continuous.

Let $P(t), 0 \leq t \leq 1$, be a parameterization of the polyline $P$ and $C_x(t)$ is a parametrization of the corresponding closed curve $\chi^0(\xi, \eta)$ as given by (4), for $(\xi, \eta) \in [-1, 1]^2$, that is

$$C_x(t) = \sum_{i=1}^{12} x_i \delta_i(\xi(t), \eta(t))$$

$$(\xi(t), \eta(t)) = \begin{cases} (8t - 1, -1) & 0 \leq t < 1/4 \\ (1, 8t - 3) & 1/4 \leq t < 1/2 \\ (5 - 8t, 1) & 1/2 \leq t < 3/4 \\ (-1, 7 - 8t) & 3/4 \leq t \leq 1 \end{cases} \quad (13)$$

For this parameterization we denote $t_0 = 0, t_1 = 1, t_1 = 1/4, t_2 = 1/2, t_3 = 3/4$, and also notice that by construction the curve is continuous at $t_i, i = 0, \ldots, 3$. Then, the least squares problem incorporating the restriction over the continuity of the first derivative consists in finding, for a given fixed node of the 1D mesh, the set of points $\{x_i, i = 1, \ldots, 12\}$ such that it is solution of the following minimization problem

$$(x_1, \ldots, x_{12}, \lambda_0, \ldots, \lambda_3) = \arg \max_{\gamma_0, \ldots, \gamma_3 \in \mathbb{R}} \min_{w_1, \ldots, w_{12} \in \mathbb{R}^3} \mathcal{L}(w_1, \ldots, w_{12}, \gamma_0, \ldots, \gamma_3), \quad (14)$$

where

$$\mathcal{L}(w_1, \ldots, w_{12}, \gamma_0, \ldots, \gamma_3) = \int_0^1 |C_w(t) - P(t)|^2 dt + \sum_{i=0}^3 \gamma_i |C'_w(t_i^+) - C'_w(t_i^-)|^2. \quad (15)$$

This least squares approach allows us to obtain the optimal set of points for the interpolation of each cross-sectional area and, with this, to achieve a closed form of the geometrical mapping defined in (6) for arbitrary sections.

Figure 6 illustrates, at four luminal areas in a patient-specific arterial geometry, the points of the polyline $P$ (blue dots) and the resulting least squares approximation (red solid line). We observe that for usual arterial vessels the proposed approach produces reasonable and satisfactory approximations of the transversal area.
5. ACADEMIC FLUID FLOW SIMULATIONS

This section presents some examples to test the capabilities of the TEPEM. In this section all quantities are dimensionless.

5.1. Womersley flow

Consider the incompressible flow of a fluid inside a cylindrical pipe driven by a pressure gradient oscillating with frequency $\omega = \frac{2\pi}{T}$, where $T$ is the period. The length of the pipe is $l = 2$ and the radius $r = 0.2$. The pressure difference between inlet and outlet is $\Delta p = -A \cos(\frac{2\pi t}{T})$. Amplitude and period are fixed to $A = 2$ and $T = 1$, respectively. Since the velocity profile is fully developed, such pressure difference is imposed using homogeneous (at outlet) and non-homogeneous (at inlet) Neumann boundary conditions, respectively. In addition, homogeneous Dirichlet conditions are applied over the lateral boundaries of the pipe. For the time discretization we consider $\Delta t = \frac{T}{1000}$.

Numerical simulations were performed corresponding to the following Womersley numbers: $Wo \in \{3, 5, 10, 20\}$. These Wo numbers were reached by varying the fluid viscosity, and keeping the density constant $\rho = 1$. The comparison between the analytical solution and the solution computed with the proposed approach is shown in Figure 7. The approximate solution is taken at the middle of the pipe.

A numerical study of the convergence of the TEPEM was carried out, and is shown in Figure 8 as the transverse approximation order $G_u$ is increased. The convergence is quadratic with $G_u$. The data reported in Table I shows the error for selected time instants.

It can be seen that even with a low order approximation $G_u = 5$ (see Figure 7), the solution is reasonably good near the wall, which is crucial towards a reasonable, and fast, estimation of the endothelial shear stress in hemodynamic simulations. Also, even for high Wo numbers, the choice $G_u = 9$ offers a very accurate solution. From the convergence study, it is seen that the method features a quadratic convergence with respect to the transverse order.

5.2. Tortuous pipe

In this example we consider the steady state flow of a fluid in a tortuous pipe in the $xy$-plane with circular cross-sectional area. The course of the centerline of the pipe and the radius are, respectively, given by the following formulae

$$y(x) = 0.4\sqrt{x} \sin(\pi x),$$  \hspace{1cm} (16)

$$r(x) = 0.1(1 + 0.5 \cos^2(\pi x)).$$  \hspace{1cm} (17)

For this example we consider 2, 4 and 6 turns of the tortuous pipe, which correspond to 1, 2 and 3 periods in the functions defined above.
Figure 7. Comparison between the TEPEM approximate solution and the analytical solution for different Womersley numbers at for selected time instants. From top to bottom, \( \text{Wo} \in \{3, 5, 10, 20\} \). Over each plot, the 3D analytical velocity profile (right) and the numerical solution using the TEPEM (left) are shown.

The TEPEM solution is compared to a FEM solution implemented with a standard numerical method [40]. The characteristics of the meshes for both approaches are summarized in Table II. The flow is driven by a pressure difference to reach a given Reynolds number.

The error in the TEPEM solution is computed by comparison against a FEM solution obtained with an extremely fine mesh. The numerical study of the convergence is displayed in Figure 9. The convergence is between quadratic and cubic with respect to \( G_u \).
Table I. Numerical error in the velocity field between the TEPEM solution and the analytical solution measured in the $L^2$-norm at selected time instants and for different Wo numbers.

<table>
<thead>
<tr>
<th>Wo</th>
<th>$G_u = 5$</th>
<th>$G_u = 9$</th>
<th>$G_u = 13$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6.30 · 10⁻⁴</td>
<td>6.47 · 10⁻⁴</td>
<td>5.92 · 10⁻⁴</td>
</tr>
<tr>
<td>5</td>
<td>1.36 · 10⁻⁻⁴</td>
<td>1.81 · 10⁻⁴</td>
<td>1.52 · 10⁻⁴</td>
</tr>
<tr>
<td>10</td>
<td>4.62 · 10⁻⁵</td>
<td>6.53 · 10⁻⁵</td>
<td>4.31 · 10⁻⁵</td>
</tr>
<tr>
<td>10</td>
<td>6.05 · 10⁻³</td>
<td>6.00 · 10⁻³</td>
<td>3.14 · 10⁻³</td>
</tr>
<tr>
<td>10</td>
<td>2.02 · 10⁻³</td>
<td>1.68 · 10⁻³</td>
<td>1.30 · 10⁻³</td>
</tr>
<tr>
<td>13</td>
<td>7.56 · 10⁻⁴</td>
<td>7.97 · 10⁻⁴</td>
<td>6.77 · 10⁻⁴</td>
</tr>
<tr>
<td>20</td>
<td>6.73 · 10⁻³</td>
<td>1.09 · 10⁻²</td>
<td>9.56 · 10⁻³</td>
</tr>
<tr>
<td>20</td>
<td>2.86 · 10⁻³</td>
<td>2.70 · 10⁻³</td>
<td>3.11 · 10⁻³</td>
</tr>
<tr>
<td>20</td>
<td>1.15 · 10⁻³</td>
<td>1.28 · 10⁻³</td>
<td>1.11 · 10⁻³</td>
</tr>
</tbody>
</table>

Figure 8. Numerical convergence of the proposed TEPEM approximation methodology for different Womersley numbers.

Table II. Degrees of freedom for the standard FEM approach and for the proposed TEPEM approach in the tortuous pipe problem.

<table>
<thead>
<tr>
<th>Degrees of Freedom</th>
<th>Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEM</td>
<td>TEPEM</td>
</tr>
<tr>
<td>$G_u = 7$</td>
<td>$G_u = 9$</td>
</tr>
<tr>
<td>Turn 2</td>
<td>1329676</td>
</tr>
<tr>
<td>Turn 4</td>
<td>3054632</td>
</tr>
<tr>
<td>Turn 6</td>
<td>4139792</td>
</tr>
</tbody>
</table>
Figure 9. Numerical convergence of the TEPEM by comparison with a reference FEM solution obtained with an extremely fine tetrahedral mesh.

Table III presents the time taken by each method to solve the steady state problem. Although the FEM is considered a reference solution, it can be seen that computing time is reduced from 10 to 900 times. As we increase the size of the problem the TEPEM becomes a more efficient strategy.

Table III. Computational time (in minutes) for the standard FEM approach and for the proposed TEPEM approach for the tortuous pipe problem.

<table>
<thead>
<tr>
<th></th>
<th>FEM</th>
<th>TEPEM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$G_u = 7$</td>
<td>$G_u = 9$</td>
</tr>
<tr>
<td>Re = 50</td>
<td>Turn 2</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>Turn 4</td>
<td>390</td>
</tr>
<tr>
<td></td>
<td>Turn 6</td>
<td>1800</td>
</tr>
<tr>
<td>Re = 500</td>
<td>Turn 2</td>
<td>450</td>
</tr>
<tr>
<td></td>
<td>Turn 4</td>
<td>1900</td>
</tr>
<tr>
<td></td>
<td>Turn 6</td>
<td>9100</td>
</tr>
</tbody>
</table>

In order to better understand the improvements in the predictive capabilities of the proposed method, in Figure 10 we present, at several transversal sections, a comparison of the steady state velocity profiles given by the TEPEM, by the reference FEM solution (fine mesh) and by additional FEM solutions obtained with coarse mesh whose characteristic element sizes are of the order of the characteristic distance between the nodes of the TEPEM elements for the corresponding orders $G_u$ (see Figure 4). That is, the coarse FEM mesh for $G_u = 13$ is finer than the coarse FEM mesh for $G_u = 11$, and so on.

From Figure 10, it can be appreciated that, even for $G_u = 7$, the proposed method can satisfactorily solve the normal and transversal components of the velocity vector field for a relatively moderate Reynolds number ($Re = 500$). When we increase $G_u$ we have convergence as expected. In turn, using the corresponding coarse FEM meshes, poor solutions are obtained.
Figure 10. Comparison of normal and tangential velocity components ($v_n$ and $v_t$) at selected sections of the tortuous pipe for the case Turn 4 and $Re = 500$. Solutions are compared for different approximation orders of the TEPEM approach and for two (fine and coarse) FEM meshes.
6. CORONARY BLOOD FLOW SIMULATIONS

Patient-specific coronary blood flow simulation is addressed in this section. Three geometries of the left anterior descending (LAD) artery are evaluated: (A) geometry obtained from OCT; (B-C) two geometries obtained from CCTA (see Section 4). These geometric models are shown in Figure 11.

![Inflow boundary condition](image)

(a) Inflow boundary condition.

![Coronary geometries](image)

(b) Coronary geometries.

Figure 11. Patient-specific coronary vessels.

The boundary condition at the inlet is given by a prescribed flow rate, which is also shown in Figure 11. This inflow waveform was not measured for the specific patients from whom we collected and reconstructed data. However, we designed this waveform on the basis of available clinical data from Doppler measurements, to guarantee realistic conditions. At the outlet, homogeneous Neumann boundary condition is imposed. Time step is the same for all the cases tests, being $\Delta t = 0.001$ s. Fluid density and viscosity are set to $\rho = 1.04$ g/cm$^3$ and $\mu = 0.04$ P, respectively.

Two cardiac cycles are simulated. A distributed computing paradigm is employed here for both, TEPEM and FEM, because of the size of the problem.

As a first comparison, Figure 12 presents a detail of the blood flow structure for the geometry A at two selected time instants. At the zoomed region, the formation of a vortex is observed. Even for the lower order case ($G_u = 5$), the recirculation region is captured by the TEPEM. And the solution becomes closer to that given by the FEM as we increase the transverse approximation order $G_u$. It may be worth noting that no 1D model - basically relying on approximating the axial component of the motion- could be able of capturing these vortexes. On the other hand, with TEPEM they are captured with computational costs that are really lower than a full 3D model.

Figures 13, 15 and 17 present the velocity field at several slices in the three coronary geometries considered for two time instants. The solutions obtained using different approximation order for the TEPEM ($G_u \in \{5, 7, 9\}$) are compared with the solution obtained using FEM. The velocity field delivered by the proposed method is very close to the reference one obtained using the FEM. As before, the higher the order of the polynomial approximation for the velocity given by $G_u$, the better the TEPEM solution.

From the point of view of the potential clinical use of this class of simulations, it is fundamental to analyze the wall shear stress produced by the blood flow over the endothelial wall. The wall shear stress averaged over the cardiac cycle (AWSS) was computed for all the geometries, and the results are presented in Figures 14, 16 and 18. In panels 14(a), 16(a) and 18(a), it can be seen that the spatial distribution of the AWSS obtained with the TEPEM is comparable to that obtained using the FEM. Even the low order approximation given by $G_u = 5$ delivers a reasonably satisfactory solution in terms of AWSS, which can be improved as $G_u$ is increased. Noteworthy, this feature holds for the geometry A which is characterized by the presence of stenoses, for geometry B which is characterized by the highly tortuous geometric pattern, and for geometry C which is characterized by a continuously tapering along with a highly variable vessel radius.
Figure 12. Detail of a recirculation region in the flow structure developed in geometry A as given by different approximation orders of the TEPEM and the FEM at selected time instants.

To further compare the AWSS, the cross sectional average of the AWSS was computed throughout the vessel intrinsic coordinate denoted by s. The results are shown in panels 14(b), 16(b) and 18(b). For geometry A (panel 14(b)) it is seen that three peaks characterize the AWSS which is consistent with the presence of stenoses and bifurcations (not considered in the geometry). For geometry B the increase and large variability of the AWSS is caused by the tortuous tapered vessel, and for geometry C a similar pattern but with higher variability is observed. Remarkably, considering the AWSS delivered by the FEM solution as the reference solution, it is observed that the AWSS is excellently well predicted by the TEPEM.

The previous analysis is complemented by a node-wise comparison of the AWSS given by the FEM approximation and the one given by the TEPEM approach using scatter plots as displayed in Figure 19. The theoretical line at 45° is shown as well as the correlation coefficient (ρ). It is seen that for all the geometries the correlation is extremely high, and, as expected, it improves as $G_u$ is increased.

The average theoretical time (time multiplied by the number of computing nodes) taken to perform a single time-step in the simulations is presented in Table IV. The number of computing nodes (CN) for the FEM is 160, and for the TEPEM is 36. It is observed that the reduction in the computational time approximately ranges from 10 for $G_u = 9$, to more than 150 or 600 times for $G_u = 5$, depending on the geometry. Recall that the larger the problem the more the reduction in computing time (see Section 5). In view of the capabilities of the present approach to approximate wall shear stress, the proposed method turns to be an excellent choice to speed up hemodynamic simulations.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time × CN</th>
<th>Mesh DOFs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>FEM</td>
<td>43.9</td>
<td>69.4</td>
</tr>
<tr>
<td>$G_u = 5$</td>
<td>2.2</td>
<td>1.2</td>
</tr>
<tr>
<td>$G_u = 7$</td>
<td>5.4</td>
<td>4.9</td>
</tr>
</tbody>
</table>

Table IV. Comparison of averaged computational time (in minutes) to perform a single time-step in the FEM and TEPEM implementations. Average time multiplied by the number of computing nodes (CN) used in the simulations is reported. FEM simulations were run with CN = 160, while TEPEM simulations were run with CN = 36. The number of degrees of freedom (DOFs) in the corresponding meshes is also reported.
Figure 13. Patient A. Comparison of velocity profiles for different approximation orders of the TEPEM and the FEM at selected time instants.

Figure 14. Patient A. Comparison of average wall shear stress (AWSS) between FEM and different orders ($G_u$) of the TEPEM.
Figure 15. Patient B. Comparison of velocity profiles for different approximation orders of the TEPEM and the FEM at selected time instants.

Figure 16. Patient B. Comparison of average wall shear stress (AWSS) between FEM and different orders ($G_u$) of the TEPEM.
Figure 17. Patient C. Comparison of velocity profiles for different approximation orders of the TEPEM and the FEM at selected time instants.

Figure 18. Patient C. Comparison of average wall shear stress (AWSS) between FEM and different orders \( (G_u) \) of the TEPEM.
Figure 19. Correlation between AWSS obtained with the TEPEM (for different orders of transversal enrichment) and that obtained using the FEM.

7. FINAL REMARKS

In this work, we have developed a simple strategy for the approximation of the Navier-Stokes equations in pipe-like domains coined Transversally Enriched Pipe Element Method (TEPEM). The basic idea is to combine low order approximation for the physical fields in the longitudinal direction of the pipe with enriched high order approximants for the description in the transverse direction of the pipe. The methodology was exhaustively tested in academic examples against analytic solutions and in patient-specific coronary artery geometries against standard finite element solutions.

The potentialities of the proposed method include large descriptive capabilities regarding the fluid flow physical fields, with emphasis to the wall shear stress, which is of the utmost
importance in cardiovascular research. Furthermore, even for transverse low order approximation (polynomial functions of order four) the wall shear stress was satisfactorily estimated with a gain in computational time ranging between 150 and 600 for the geometries tested.

A further improvement for the treatment of axial dynamics may be the replacement of classical finite elements along the centerline with an IsoGeometric approach, where the solution is described in terms of the same spline-based functions used to represent the non rectilinear axis. This approach -called HIGAMod [41]- will be explored in a follow up of the present work.
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