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Abstract—In this paper, we introduce NNexus, a generalization semantic network. The perspective taken in our work is that
of the automatic linking engine of Noosphere (at PlanetMattorg)  this task is an unnecessary burden on contributors, siree th
and the first system that automates the process of linking dis |\ noledge management environment should “know” which
parate “encyclopedia” entries into a fully-connected coneptual .
network. NNexus facilitates the extension of this functioality concepts are presentand how they should be cited. Bylcuntras
to multiple knowledge bases of this sort (such as Wikipedia authors will usually not be aware of all concepts which are
and MathWorld) and to web-based information environments already present within the system—especially for large or
in general. We discuss the challenges of the problem spacedistributed corpora.
of linking in collaborative corpora, the approaches taken ly A mgre challenging problem with the manual linking strat-
NNexus, some aspects of evaluation, and ongoing and future . . . .
directions of research. egy is _that a growing, dynamlc corpus W|II generally neces-

sitate links from old entries to new entries as the collectio

becomes more complete. To attend to this reality would requi
continuous re-inspection of the entire corpus by writers or

other maintainers, which is a@(n?)-scale problem (where

|. INTRODUCTION the corpus contains entries). To keep an evolving corpus

Collaborative online encyclopedias or knowledge basels suelly-linked, it would be necessary for maintainers to sar
as Wikipedil and PlanetMaé) are becoming increasingly it upon each update (or at least periodically) to determine i
popular because of their open access, comprehensive andlig-links in the constituent articles should be updated. Whe
terlinked content, rapid and continual updates, and conityaungeneralizing to inter-linkage across separate corpoeatabk
interactivity. would potentially be even more laborious, as authors would

To understand a particular concept in these knowledfeve to search across multiple web sites to determine what
bases, a reader needs to learn about related and underlyifiyy terms are available for linking into their entries.
concepts. Thus, it is critical that users of any online rfiee The popularity of these encyclopedic knowledge bases has
are able to easily “jump” to requisite concepts in the nekwomlso brought about a situation where the availability ofhkig
in order to fully understand the current one. For full compreguality, canonical definitions and declarations of edwewtily
hension, these jumps should extend all the way “down” to thuseful concepts have outpaced their usageirfeocatior) in
concepts that are evident to the reader’s intuition. other educational information resources on the web. ldstea

To help users learn more quickly it is now generallyhe user must execute a new search (either online or offline)
accepted that knowledge bases should leverage each otiterkook up an unknown term when it is encountered, if it
content (or metadata) to increase the scope of the availaislenot linked to a definition. For example, blogs, research
learning materials. this is the reason for the developmént fr@positories, and digital libraries quite often do not ltokdef-
Semantic Web standards such as OWL. NNexus utilizes OVifitions of the concepts contained in their texts and metada
and a variety of novel computational and data managemewen when such definitions are available. This is generaity n
techniques to link between related concepts in near-newd, ti done because of the lack of appropriate software infrasstrec
enabling users to learn from this dynamic content witho@nd the extra work creating manual links entails. When such
having to wait for administrators and authors to make mandaiking is actually done, it tends to be incomplete and isejui
updates. laborious.

Index Terms—E-Learning, Automatic Linking, Wiki, Semantic
Web

A. Existing Solutions B. Automatic Invocation Linking

Most current online encyclopedias (including Wikipedia) 14 pyild this semantic network with minimal manual effort,

require the author(s) or other contributors to an article {ge advocateautomatic invocation linkingoetween entries in
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2http://www.planetmath.org to a specific kind of semantic link: that cbncept invocation



Objectld | Defines MSC Linking Quality. The main analytic challenges lie in how to
1 triangle, right triangle, ... 51-00 determine which terms or phrases to link and which entries
2 planar, planar graph, ... 05C10| 1o link to. Typical information retrieval and natural larage

3 connected, ... 05C40 | processing issues such as plurality, homonyms, and polysem
4 geometry, Euclidean geometry, . |.01A16 |  gre all relevant for the linking process and bear on the tuali
5 graph, graph theory, edge, ... | 05C99|  of |inking. In addition, the task is doubly difficult in thaoth

6 graph, function graph 03E20 |  the link anchor and link destination are being identified and

A planar graphis a graphwhich can be drawn on a planelinked automatically.

(a flat 2-d surface) or on a sphere, with no edges crossing.In light of all these challenges, the analysis process is
When drawn on a sphere, the edgidgde its area in a number necessarily imperfect and dmking errors may be present.

of regions called faces (or “countries”, in the context of ma We characterize many such forms of errors as follows. Some
coloring). Even if ...The terms underlined indicate terms tha@f these errors take the form of links citing the incorrect

need to be linked based on the meta-data in the table. =~ homonym from a group of homonyms, while some take the
form of linking when there should be no linking at all—a

phenomenon which have termederlinking We usemislink-
ing as a term to refer to any type of reduckuk precision

(the fraction of created links which are correct). From our

Any statement in a language is composed of c.oncepts r%?(émple, if “graph” linked to object 6 instead of 5, then we
resented by tuples of words. Such a statement invokes thﬁg@e a mislink. If the term “even” were to link to any article

concepts, as evidenced by the inclusion of word tuples tnﬁtthe corpus we would call this an overlink because “even”
correspond to common labels for the concepts. We call thqgenot used in the mathematics sense

concept Iabe.IsA linkis a hyperlink from one entry to another. - A, important goal of designing the automatic linking system
The following shows a list of entries (objects) in our COrpU 14 improve theinking precisionwhile maintaining higHink

and an example of entryf)L with links to concepts that are roqq| (perfect link recall would mean a link is created for
defined in the same corpus. We will use the example to expliflery concept label that can and should be linked given the
the concepts discussed in this paper. present state of the corpus).

The optimal end product of an automatic invocatio_n "”kinﬂinking across multiple sites. Online encyclopedias are
system should be a fuIIy-cgnnected network of articles th%ically organized into a classification hierarchy, and ou
will enable readers to navigate and learn from the Corpl§perience has shown that this ontological knowledge can
almost as naturally as if was interlinked by painstaking Mage ytilized in order to dramatically increase the precision
ual effort. Without understanding _the invoked concepts in & automatic linking, largely solving the polysemy problem
statement, the reader cannot attain a complete undemiandje; this methodology presents problems when attempting to
of the statement, and by extension the entry it appears is. Thny across multiple sites (oacross domains as different
is why node interlinkage is so important in hypertexts being,oyledge bases may not use the same classification higrarch
used as knowledge bases, and why we believe an automajgdgiscuss current and future efforts to solve this problem f
system is of such utility. automatic linking.

Such an automatic linking system would not only enpynamic Corpus. Most collaborative corpora change fre-
able intra-linking collaborative encyclopedias, such @& quently, an automatic invocation linking system needs to
Math.org, but also allow for linking educational material&h efficiently update the links between entries that are relate
as lecture notes, blogs, abstracts in research and edualatig, newly defined or modified concepts in the corpus.
digital libraries. Such usage could aid researchers am#sts  gficiency and Scalability. In addition, a continually-changing
in the better understanding of abstracts and full texts, aegrpus must be dealt in such a way that the analysis and
could also help them find related articles quickly. AUtomaﬁprocessing of automatic links is tractable and scalable.

linking syst_ems will likely also bg useful as web serviceg,se of use and deployability.It is also necessary and
and/or plugins to document authoring systems. important that an automatic linking system is easy to use
While it is possible to extend our techniques for other typgg, ihe adoption by a large user base and easy to setup for

of linking such as links to articles with a similar or differte e \idespread adoption for linking various materials asro
point of view, it is our focus in this paper to study definitadn multiple sites.

or concept linking.

Fig. 1. Example Document Corpora with Meta-data and Exar&piey

D. Contributions

C. Challenges and Design Goals We designed and developed NNexus (Noosphere Networked

Building an automatic invocation linking system for aEntry eXtension and Unification System), a system used to
collaborative online encyclopedia presents a number of-coautomate the process of automatically linking encyclopedi
puting challenges. We outline our design goals to addressthentries (or other definitional knowledge bases) into a se-
challenges. mantic network of concepts. NNexus is an abstraction and

generalization of the automatic linking component of the
3Extracted from PlanetMaih http://planetmath.org/enayetiia/PlaneGraph.itioosphere systeni[7], which is the platform of PlanetMath


http://planetmath.org/encyclopedia/PlaneGraph.html

(planetmath.org), PlanetPhysics (planetphysics.org),ather

Noosphere sites. To the best of our knowledge, it is the first NNexus
automatic linking system that links articles and concepth w oty Seaeh (Concept )
the use of a classification scheme, to make linking almost A entry M
“non-issue” for writers, and completely transparent tadexa.

NNexus has a number of key features addressing the Entry Fitering

challenges we outlined above. First, it includes a custethiz Ferd ks
information retrieval based automatic linking system dedp | Linked | T
with a set of techniques such as ontology/subject drivei lin| Entry Recombine Classifcation Steering
steering, and declarative linking priorities and claused are
specifically designed to enhance the linking precision for a
minority of “tough cases.” Second, NNexus has mechanisms
for efficiently updating the links between entries that afgig 2. Linking Diagram: When an entry is linked through NNexthe
related to newly defined or modified concepts in the corpusindidate links are found in the concept map. These caesidate then
Third, NNexus achieves good efficiency and scalability tsy iEFUREeq, SRS TG, JEN, BOE, B O ined mootfgnal tox
efficient data structures and algorithm design. Finallyedds  snd returned to the user.
has a simple interface, which allows for an almost unlimited
number of online corporato interconnect for automaticitigk

In the rest of the paper we first explain the model b&lggrell
hind NNexus and present some key technical details of I{gklng Process. .
functioning. Then we discuss the interface to NNexus SIn addition, when new concepts are a_dded to the coIIectlpn
a general, open source tool. Next we briefly discuss so the_ set of cpnc_ept Iapels otherwise changes), entries
evaluation and deployment results of NNexus. Finally, weontaining potential invocation of these concept labels ca

discuss scenarios for applying NNexus beyond intra-ligkirpeinva”dated This allows entries to be re-scanned for links,
in PlanetMath, including some we are working on either at invalidation time or before the next time they age d

played. NNexus uses a special structure calledralidation
indexto facilitate this (see SectidoTIHF).
II. NNEXUS FRAMEWORK This automatic system almost completely frees content

In this section, we present the model behind NNexus aRythors from having to “think about links.” It addresses the

discuss key techniques and features in the NNexus framewd?ioblems of both outgoing and incoming links, with respect
to a new entry or new concepts.

However, it is not completely infallible, and in a epistemo-
A. Overview logical sense, there is only so much that a system can infer

Users of NNexus apply the following basic functionalit;}’VithOUt having a human-level u.nderstanding of the cqntent.
to their corpus: When an entry is rendered (either at displ@Fcause of this, the user can ultimately override the auioma
time or during offline batch processing), the text is scannd@king, create their own manual links, steerthe automatic
for words (concept labels) that invoke concepts that haea bdinker (all discussed in more detail later).
defined in other entries. These words (or word tuples) are .
ultimately turned into hyperlinks to the correspondingriest B+ ndexing
in the output rendering. NNexus indexes the entries by buildingancept maghat

In order to determine which entry to link to for a conceptaps all of the concept labels in the corpus to the entriesiwhi
label, NNexus indexes the entries by building@ncept map define these concepts. The process of building the concgpt ma
that maps all of the concept labels in the corpus to the entri@llows. When adding a new object (entry) to NNexus a list
which define these concepts (see Sedfonl II-B). of terms the object defines, synonyms, and a title are prdvide

When an article is submitted, NNexus starts by pullinghe concept labels).
out unlinkable portions of text that need to be escaped, (i.e. The concept labels are kept in a chained-hash index struc-
equations) and replaces them by special tokens. The endi#é. called theconcept mapThis structure contains as keys
then breaks the text of an entry into a single words/tokeft€ words that occur as the first word of some concept label.
array to iterate through. The tokens and token tuples (pkjasFollowing these words (retrieving the value for the key)dea
are then searched to determine candidate links using tRed list of full concept labels starting with that particuteord.
concept map (see Sectibmll-C). After the candidate linles afO facilitate efficient scanning of entry text to find concept
determined they are filtered based on linking policies (séPels, the map is structured as a chained hash, keyed by the
Section[dD). The candidates are then compared by «clafgst word of each phrase placed in it. This structure is shown
sification proximity” (see SectioEIHE.) The object witheth graphically in Figurd13.
closests classification is then the only object left in theama
candidates array (assuming a complete disambiguatiord. Th Entry Search
“winning” candidates for each position are then substdute When searching for candidate links we are given an entry
into the original text and the linked document is then re¢dtn as an array of word tokens. This array form makes it easy to

illustrates the conceptual flow of the automatic



increasing phrase length :
I priority 10
Planar - { Planar F -| Planar Graph “ - obj123 /
! |
{2
{2} .
0bj456 ——
‘ Graph F - 4 Graph F - 4 Graph Theory ‘ ,,,,, | forbid 11*
: i |

{5.6} {5}

. . . . Fig. 4. The linking policy table stores a text chunk for eanlryg containing
Fig. 3. Concept Map: a fast-access (chained-hash-basedjwse filled with optional user-supplied link-steering directives.

all the concept labels for all included corpora, used foedeining available
linking targets as the text is being scanned. This figureaiosta subset that
would be generated based on our example corpus.
The linking policies were implemented to handle over-

linking. The linking policies can be specified by the author

associate a particular word with a unique integer posifisre but administrators also have the ability to modify the limki
now-tokenized text of the entry is then iterated over. If advo Policies.

matches the start of an indexed concept label, the followingWe also have a few efforts in progress exploring various
words in the text are checked to see if they match the longégbking techniques by integrating multiple factors such as
concept label starting with that word. If this fails, the hexdomain class, priority, pedagogical level, and reputatibthe
longest concept label is checked, and so on. When a match@ries.

concept label is found, it is included in theatch array In

our example “graph”, “plane”, and “connected component§. Classification Steering

are all defined in the corpus. These terms (and phrases) argach object in the NNexus corpus may contain one or more
added to the match array. classifications. The classification table maps entries {ijgad
ID) to lists of classifications which have been assigned ¢orth
by users. NNexus uses classification to resolve ambiguous
links (that is, links to concept labels which are polysemous
One of the main contributions of NNexus to automatifh our example “graph” has two possible link targets and the
linking is the classification steering and filtering techrég classification of our source article is MSC:05C40. We use
for entry selection. the classification of the two possible targets (objects 5 and
Central to expressing linking restrictions is thieking 6) to determine which is a better target. The classification
policy, a set of directives controlling linking based on théierarchy is represented as a weighted tree (see Flgure 5).
subject classification system within the encyclopedia. fi¢e Each class is represented as a node in the tree. Edges réprese
allows authors to permit or forbid certain classes of a#tcl parent/child relationships between the classes. NNexuos co
from linking into their articles. The linking policy of antigle pares the classes of the candidate objects to the classks of t
describes, in terms of subject classes, to where links meyurce object and selects the object with the shortestndista
be made or prohibited. For example, the linking policy foih the classification tree. The distance between two claisses
an entry on group theory might simply be that terms in the shortest weighted path between the classes. NNexus uses
entry can only be linked to if the other object is also in thgohnson’s All Pairs Shortest Path algorithm to compute the
“group theory” class. Alternatively, an entry on set theorgistances between all classes at startup. NNexus suppuyts a
(because it is so elementary) might allow everyone to lirkbitrary weighting scheme for the edge weights, but we now
to the terms it definegxceptrestrict articles in the image discuss our recommended methods for assigning weights to
processing class from linking to the term “image” (the worghe edges.
“‘image” has different meanings in the two areas). NNexus is bundled with a utility that converts an OWL
For each object there is stored a text chunk representifagmated ontology withrel ass andsubC ass relationships
the user-supplied linking policy (the linking policy is ar@s into a weighted graph that is stored in the NNexus database.
of directives which allow fine-tuned control of the linkingwe first build a graph (usually a tree) structure of pareiitich
behavior, mainly to resolve polysemous conflicts or preverdlationships.
overlinking). Consider the classification hierarchy in Figlite 5 and ignore
These policies are used during the final stage of processthg weights on the edges. Consider classes 05C40, 05-XX,
an entry for linking, when it is being determined what thetbeand 05C10. We would like to determine whether class 05-
source is for a concept label match, or whether the link ghoukX of 05C10 is closer to 05C40 (when no weights are
be created at all. The linking policy table is keyed by objeetssigned the distances are equal). 05-XX, 05C10, and 05C40
ID. A diagram of the table is shown in Figuté 4. correspond to Combinatorics, Topological Graph Theord, an

D. Entry Filtering



<ow : d ass rdf:1D="root">
<rdfs: | abel >root </rdfs: | abel >
</ ow : Cl ass>
<ow : O ass rdf: I D="01- XX">
<rdf s: | abel >01- XX</rdf s: | abel >
<rdf s: comrent >H st ory and bi ogr aphy</rdfs: conment >
<rdfs: subC assOf rdf:resource="#root" />
</ ow : Cl ass>
<ow : O ass rdf: | D="03- XX">
<rdf s: | abel >03- XX</rdf s: | abel >
<rdf s: conment >
Mat hemati cal | ogic and foundations
</ rdfs: comment >
<rdfs:subC assOf rdf:resource="#root" />
</ow : C ass>
<ow : O ass rdf: | D="05- XX">
<rdf s: | abel >05- XX</ rdf s: | abel >
<rdf s: comment >Conbi nat ori cs</rdf s: cooment >
<rdfs:subd assOf rdf:resource="#root" />
</ ow : C ass>

Fig. 5. Example Classification Tree: This is the MSC subjéassification represented as an OWL formatted file and as ghtesl graph. The weights are
assigned with base 10.

Graph Connectivity, respectively. We then would hope that
our system would determine that 05C10 is closer to 05C40.
In general, classes at the same level and in the same subtree conjugacy | —{obj123, obj456, obj789}
should be considered closer than classes at a higher level in |

the same subtree. It should also be noted that classes deepef .
in a subtree are more closely related than classes highbein t | 0MU9acy class  ——={obj123, obj789}
same subtree. E.g. 05C10 and 05C40 are more closely related |

than 05-XX and 03-XX. Based on these heuristics we define conjugacy class formula ~{0bj789}
the weight of an edge in the graph as |
height—i—
w(e) = pher9ht=imt class | ={0bj789, 0bj123}

whereb is the chosen base weight (default is 10¢jght is I
the height of the tree (or in general the distance of the lshge
path from the designated root node), anid the distance of
the edge from the root. Fig. 6. Invalidation Index: an adaptive inverted index @iming both words
Refering to our beginning example we link “graph” to objec’t‘”d phrases, used for determining which text objects aetylito need to be
. . . . e-analyzed for linking after concept definition updatesehaccurred to the
5 because the distance from 05C99 is shorter in the We'ghi,%ﬁ)us. The structure is a chained hash, with words and @hs hash keys,
classification graph than 03E20 to 05C40. and an object identifier list for each. In the above examjbla,definition for
At this point NNexus supports the MSC classificatiorfeniugacy class formula” were added to the corpus, onlectby89 would
hierarchy. The MSC is broken down into over 5,000 two-n,eed to be invalidated.
three-, and five-digit classfications, each corresponding t
discipline of mathematics (e.g., 11 = Number theory; 11B= . .
Sequences and sets; 11B05 = Density, gaps, topology Wh@@lldatlon. |nd_ex stores term an_d phrasmtelntmformat!on
11 > 11B > 11B05fl. See Figurdls for an example of thdor all entries in the corpus. It is an adaptive index in tha_t
MSC classification structure represented as a weightedwgragnger phrases are only stored if they appear frequently in
To address the general problem of inter-linking multiplée collection. There is no limit to how long a stored phr_ase
corpora it is necessary to consider mapping (or otherwi§8n be; however, very long phrases are extremely unlikely
combining) multiple, differing classification ontologiewe t© appear (the falloff in occurrence count by phrase length
are currently investigating the techniques discussed_@j [1follows a Zipf distribution).
and [I5] and implementing this type of functionality in our The invalidation index is a variation on a standard text
system document inverted index structure and works in the usual way
for lookups. However, instead of just being keyed on single-
word terms, it is keyed on phrases (which are usually but not
always single-word). For each term or phrase in the index,
When a new object is added, NNexus also utilizes aRere is a list of objects which contain that term or phrase.

invalidation indexto determine which articles may possiblyThese lists are callgabstings listsA sketch of the invalidation
link to the new object and need to be “invalidated.” Théndex is shown in FigurEl6.

F. Invalidation

4For more information see http://www.ams.org/msc/ The invalidation index has a special property that for every
5For more information on ontology mapping, we recommend theey in  Phrase indexed, all shorter prefixes of that phrase are also
Bl indexed for every occurrence of the longer phrase. Thisvallo



us to guarantee that occurrences of the shorter phrasexte si
terms will be noticed if we do a lookup using these shorter
tuples as keys. The importance of this will be made clear.late
The invalidation index exists for a single purpose: so that
when concept labels are added to the collection (or when the
change), we can determine which entries are highly likelyeto

Collaborative
Corpus  Application

G. Other Features and Characteristics

wp Wikipedia
DB

effected by the change—that is, they likely link to the newly
added concept. The invalidation index allows us to do this in 1
a way that never misses an entry that should be re-examing
but does not catch too many irrelevant entries (false pesiti 1 —
When a lookup is done for a particular phrase in the invali o
dation index, the object IDs returned are updated (invedidia NNexus /
in the cache table, which means they should be re-analyzé —
by the linker before being viewed. E L o Cfaw
\u

In this subsection we give a brief overview of a few other —
significant features and characteristics of NNexus: ;,Q
« Longest phrase matchNNexus always performs longest [ o } [ w } [ o }

phrase match at each location in the text. For example,
if the writer mentions the phrase “orthogonal function” _ _
in their entry and links against a collection defining af%. 'y FERGE S SECis O A e e tovides

of “orthogonal,” “function,” and “orthogonal function,” ¢jassification-invariant link steering between multipletaogies.

then NNexus links to the latter. This is based on a nearly

universally-consistent assumption of natural language,

which is that longer phrases semantically subsume thﬁhguaga Figure[T shows a diagram of the overall NNexus
shorter atoms. system architecture.

« Morphological invariance. NNexus also performs some One of the design goals of NNexus was ease of deployabil-
morphological transformations on concept labels in ord@y, programmability, and use. For this reason, NNexus uses
to ensure they can be linked to in most typical usages. Thignple XML formats for its communications and configura-
first, and most important transformation, has the effegbn. We give some examples below.
of invariance of pluralization. The second invariance An example configuration file is given in Figue 8. Adding
is due to possessiveness. Another morphological invag-new entry (along with the concepts it defines) to the corpus
ance concerns international characters. When a tokgilizes an XML command fragment akin to the example in
is checked into the index, NNexus will ensure that theigure[®. The protocol allows adding multiple objects witteo
token is singular and non-possessive, with a canonicalizegyuest, to facilitate batch loading. Figlité 10 gives ampla

encoding. of linking an article with NNexus.
o Link Suppression. Automatic linking tends towards full

recall, which producesverlinkingin light of polysemy.
One example of this is when a writer uses a word in
a natural language sense (e.g. “even”) which is also theThe core methods of NNexus have essentially proven their
title for an encyclopedia object (e.g. “even number”). Ifarge-scale applicability in the PlanetMBAtsystem, a collabo-
this case, automatic linking will turn that word into arative and dynamic mathematics encyclopedia powered by our
hyper"nk to the “offending” Object_ For this reason, usergutomatic invocation I|nk|ng system. As of this Writing iauh

can escape certain words and phrases from being link&@re than 6,700 entries, declaring more than 11,000 cosicept
by NNexus using linking policies at the source. Below we also give some initial results examining NNexus

in terms of the linking quality, efficiency and scalabilignd
its deployability to other applications.

IV. EVALUATION AND RESULTS

I11. NN EXUs API

NNexus was developed with Perl and was designed to haxe Linking Quality
the minimum amount of dependencies necessary while st|IIWe define recall as the number of created (“retrieved”) links

running efficiently. Thus, NNexus only requires a databagger the number of possible links (given the concept labels

system (curren_tly MySQL is supported) and some Perl >qvlb‘%clared in the knowledge-base) and precision as the number
packages (available from CPAN). NNexus has been designe

with an API S0 that it can be U_SGd .With any docum_entGNNexus is released under an MIT/X11 style license.
corpus and with client software written in any programming ”http://www.planetmath.org



) Statistic Value
<config> Targets before disambiguation 90342

<domai ns> . . )
<domai n> Targets after disambiguation 67460
<name>pl anet mat h. or g</ name> ansrnade ) ) . . 57761
<link>http://link.to/xm/config/file</link> Links made without disambiguation needed 38961
<url t enpl at e> Links made with disambiguation needed 18800
http://pl anet mat h. or g/ ?op=get obj &f r omrobj ect s& d= Number of targets reduced by disambiguation 11762
</urltenpl ate> Number of completely disambiguated links madg 10648
<4 <def iu' tscheme>msc</ def aul t scheme> % Reduced that needed disambiguation 62.6%
<dogﬂ"?' n % Completely reduced that needed disambiguatjoB6.6%

in>

<name>nat hwor | d. conme/ nane> % Completely reduced out of reduced 90.5%
<link>http://1ink.tol/xm/config/file</link> % Links with only one target after disambiguation 85.9%

<url tenpl ate></url tenpl at e>
<def aul t scheme>mn</ def aul t schenme>
</ domai n>
</ domai ns>
<dat abase> ... </database>
<server>
<port>7070</ port >
<supported> <!-- (classification schemes) -->
<scheme>nmsc</ scheme>
<scheme>mw</ schenme>
</ support ed>
</ server>
</ config>

Fig. 8. A sample NNexus config file, for linking to two math ealppedias.

<request >
<addobj ect >

<entry>
<title>sane as above</title>
<def i nes>t hi ng</ def i nes>
<def i nes>wi dget </ def i nes>
<synonyn®t er nB</ synonyne
<synonynephrase of terns</synonyn»
<domai n>pl anet mat h. or g</ domai n>
<body>The body text </ body>
<obj i d>a3db</ obj i d>
<l'i nkpol i cy>permt 03A</linkpolicy>
<aut hor >1</ aut hor >
<cl ass>012A</ cl ass>
<cl ass>02ADD</ cl ass>

</entry>

<entry>

</entry>

</ addobj ect >
</ request >

<response>

<inval i d>Ext ernal | D</i nval i d>

<i nval i d>Anot her Ext ernal | D</ i nval i d>
</ response>

Fig. 9. An example protocol snippet of adding an object andcepts to
NNexus and the response of invalid object IDs (from the idegion index).

<request >
<li nkentry>
<!-- on demand linking -->
<body> full text of article </body>
<cl ass>03FA2</ cl ass>
<l-- or -->
<obj i d>obj ecti d</ obj i d>
<domai n>domai n. or g</ domai n>
</linkentry>
</ request >

<response>
<body>full text of article with Iinks added. </ body>
<links>[string of all links separated by commas] </|inks>
</response>

Fig. 10.
NNexus.

An example protocol linking an object and the resgofrom

TABLE |
DISAMBIGUATION STATISTICS: LINKING ALL 4841ENTRIES IN A
SNAPSHOT OF THEPLANETMATH CORPUS

of correct links over the number of created links. The Noo-
sphere linking system was designed for near-perfect linalte
Link precision was not initially considered. However, witte
general growth of the PlanetMath collection, it was founat th
precision began to fall, due to synonymy and various other
problems which will be discussed in more detail. This is why
we introduced linking policies that utilize classificatibased
filtering (see SectioB 1D and Secti@n1l-E).

In order to characterize the effects of this classification-
based disambiguation, we performed a study to determine
to what degree link targets are disambiguated based only
on the disambiguate-classification-graph algorithm. Huor t
study, we kept track of how many targets there were before
disambiguation and how many targets after disambiguation.
We say that a link wageducedif the number of targets
after the disambiguation process is less than the number of
targets before. We say that a link wasmpletely reducedf
there is only one target after disambiguation. % “Reducad th
needed disambiguation” means the number of links that had
more than one target before disambiguation. % “Completely
reduced that needed disambiguation” is equal to the number
of reduced links divided by the number of links made that
needed disambiguation. % “Links with only one target after
disambiguation” corresponds to the number of links that had
only one target after disambiguation divided by the total
number of links made.

We found that 85.9% of links had only one target after
disambiguation. This verifies our hypothesis and real-gvorl
experience that disambiguation helps reduce the number of
targets and as a result improves the precision of linking. Se
Tablel for a list of all relevant statistics. A more thorough
study of precision on a random subset of the collection fedlo

We also performed a mislinking and overlinking study in
June 2006 on the PlanetMath collection with and without
linking policies. About 12% of links were mislinks and 7.9%
of links were overlinks (thus 61.1% of the mislinks were
overlinks). A similar, formative study had been performed
in 2003 [/], and the results were consistent with the latest.
Notably, these two studies span an increase in collectiom si
of about 3,000-4,000 entries. This suggests that, as a @ener
rule, about 12-15% mislinks can be expected in a real-world
corpus with only lexical matching and classification stegri

However, based on these results, we believe linking preci-



Statistic Before | After Corpus Size| # of Links | Total Time | Time/Link

number of links | 156 145 100 94 28.3 .301

good links 135 135 200 517 72.4 .140

mislinks 21 10 500 1886 223.1 .118

overlinks 18 7 1000 4845 552.8 114

% mislink 13.4 6.9 2000 12306 2160.7 176

% overlink 11.5 4.8 4841 58077 8620.7 .148

Precision 86.5 93.1 TABLE IlI

TABLE I SCALABILITY STUDY : RUNNING LINKING ON RANDOM SUBSETS OF OUR
OVERLINKING STATISTICS: BEFORE AND AFTER UPDATING THE LINKING TEST CORPUS OF GRADUALLY INCREASING SIZE

POLICIES FOR THE OFFENDING ENTRIES OF THE RANDOM ENTRIES IN A
RANDOM SUBSET OF20.

Number of Objects vs. Average Time Per Link

T T
‘timevlinks.dat’” —+—

sion with NNexus will typically approach or exceed 95% by 0z
adding linking policy capabilities and applying them totjas
small subset of the collection.

To begin to explore this assumption we randomly selected
20 objects from the PlanetMath corpus and analyzed the
linking quality, manually checking all links in the subs&his
small corpus had 13.4% mislinks and 11.5% overlinks (that
is, about 86% of mislinks were due to overlinks). We then e
randomly selected 5 of these objects and fixed all of their oo
overlinks by creating new link policies (added to 8 probléma
target objects). After eliminating all overlinks for thege Fig- 11. Scalability study: time-per-link for progressivdarger corpora,

) s . L. . showing clearly that the automatic linking process is sobdr in time
objects, we resurveyed the initial 20 objects for linkingbity. o piexity.

We found that the mislinking went down to 6.9% and the

overlinking was reduced to 4.8%. See Tahble Il for a before

and after comparison. This provides compelling support felanetMath corpus and kept track of the number of seconds
our hypothesis that overlinking, which represents at lemst to link every object in the subset corpora.

thirds of the precision shortfall in our collection, can begely TableIl and Figurd1l1 show the performance results for
eliminated by adding linking policies to a small subset of itdifferent corpus sizes. We can see that the time per link

A comparable system to Noosphere is Mediawiki (whicRuickly falls off and then hovers around a constant value as
powers Wikipedia). Mediawiki does not use automatithe collection grows. This indicates that NNexus is not only
linking—links are manually-delimited by authors when théfficient but also scalable to very large corpus sizes.
author invokes a concept that they believe should be in the
collection. Thus, Wikipedia (and any similar wiki systengsh C. Deployability and Other Applications

near—perfect I|nk|ng precision, but linkecall is unknown. If In addition to enab“ng intra-"nking in an Sing|e ency-
an entry for a concept is present only by an alternate narae, Blopedic knowledge base such as PlanetMath, NNexus also
link might fail to be connected. Links to non-existent esri provides an generalized automatic linking solution to aetgr
are rendered specially, and the system makes it easy t@@easf potential applications.
new entry for that term. However, this is inherently somewha One application of NNexus that we are currently pursuing
distracting to those uninterested in creating a new entry. s the linking of lecture notes to math encyclopedia sites

A survey in [T1] shows that about 97-99% of Wikipedigincluding PlanethMath and MathWorld, but potentially ex-
links are accurate. However, this study is not directly camptending to others, such as Wikipedia, the Digitial Library
rable to our survey because it relies on special “disambigusf Mathematical Functions, and more). Figlird 12 illussate
tion nodes” (which are an additional distraction) and ddesnhis application, showing screenshots of automaticéted
measure link recall (underlinking). notes from a probabilities course taught by Jim Pitman at UC

Most significantly from a usability and productivity stand-Berkeley, before and after automatic linking with NNexurse(t
point, no formal comparison of the effort required for linkinks in this example are to both PlanetMath and MathWorld).
maintenance in the manual vs. automatic paradigms has beeDue to the ease-of-use and success of linking lecture notes
made. we are confident that we can extend NNexus to other ap-
plications with minimal additional effort. We are interegdt
in the linking of abstracts in research and educationataligi
libraries. This would enable learners (students or rebeasy

To study the scalability and efficiency of our approach, w® quickly find related articles and also would help the user
ran experiments on a Mac running Mac OS X with a 1.67 GHzetter understand the underlying concepts in the abstracts
PowerPC G4 and 1GB DDR2 SDRAM. We selected randomWe are also interested in applying automatic linking to
subsets of size 100, 200, 500, 1000, 2000, and 4841 from #ducational blogs, which are of increasing prevalence and

Total Links / Total Time

B. Scalability and Efficiency



Topic: Integration and Limit
Lecturer: Jim Pitman, Scribe: Daniel Metzger, Editor: Chris Haulk

STAT 205 Probability Theory Fall 2006

1 Prerequisites

Random variables, expected value

2 Summary

Integration can be seen as a kind of limit operation — we approximate a given function
by a sequence of step functions, ete. This section will treat the topic of interchanging
integration with other limit operations. The centerpiece of this section is Lebesegue’s
Dominated Convergence Theorem, which has been called the swiss army knife for
integration problems. Faton's Lemma and the monotone convergence theorem are
also quite useful, and they are proved in this section as well.

3 Integration and Limit

Topie: Integration and Limit
Lecturer: Jim Pitman, Scribe: Daniel Metzger, Editor: Chris Haulk

STAT 205 Probability Theory Fall 2006

1 Prerequisites

Random variables, expected value

2 Summary

Tntegration can be seen as a kind of limit operation - we approximate a given function
by a sequence of step functions, ete. This section will treat the topic of interchanging
integration with other limit operations. The centerpiece of this section is Lebesegue’s
Dominated Convergence Theorem, which has been called the swiss army knife for
integration problems. Fatou's Lemma and the monotone convergence theorem| are
also quite useful, and they are proved in this section as well.

3 Integration and Limit

Define X, on [0,1] as X,, = nl(q,/,. That is, X, is n with probability 1/n and 0

Define X, on [0,1] as X, = nlg/ey. That is, X, is n with probability 1/n and 0
otherwise. Then

otherwise. Then
lim E(X,) = lim 1= 10— E(@) = Jim X.) (1 Jm E(X,] = lm 1 =120 =E@) =E im X,) o
e b i

This example shows that integration and limit cannot always be exchanged. However,

This example shows that integration and limit cannot always be exchanged. However, ] . i
there are circumstances which allow one to interchange limits.

there are circumstances which allow one to interchange limits.

Theorem 1 (Monotone Convergence Theorem) #0.< Xx T X then B(X) 1 %{ll‘g)orom 1 (Monotone Convergence Theorem)) [f0 < X, | X then E(X,,) |
E(X). X).

Proof: Since E(X,,) < E(X,,4), there is & € [0, o¢] such that E(X,) — aas n — oc.
Furthermore, since X,, < X we have E(X,,) < E(X), and thus o < E(X). Let S be
any simple random variable such that 0 < S < X and let ¢ be a/constant/ 0 < ¢ < 1.

Proof: Since E(X,) < E(X, 1), thereis o € [0, 20] such that E{(X,) — a asn — oc.

Furthermore, since X, < X we have E(X,,) < E(X), and thus o < E(X). Let § be
any simple random variable such that 0 < § < X and let ¢ be a constant 0 < ¢ < L.

Fig. 12. Screenshot of original (left) and automaticaihkéd (right) lecture notes using NNexus. The links in thiraple are to definitions on both
MathWorld and PlanetMath, depending on which site had eacticplar definition available, and in the case both did, mdim priority configuration option
(eventually, classification-based steering will also pdagreat role). Concepts were “bridged” from MathWorld usihgt site’s OAI repository.

impact on the web, and are being embraced by large-scaldmong the semantic information, links are arguably the
efforts such as the NSCH.. most basic and also most relevant markup within a wiki and

The modular design of NNexus will also allow developers tare interpreted as semantic relations between two concepts
use NNexus as a web plugin for on-demand text linking amtescribed within articles[.[10] provides an extension to be
for various document authoring applications. NNexus couldtegrated in Wikipedia, that allows users to specify typed
be deployed as a web service to allow third parties to lidkiks in addition to regular links between articles and ype
arbitrary documents to particular corpora. data inside the articles. It would be interesting to see how
our framework can be extended to include such semantic
enhancements on linking.

o o There is currently a surge of interest in utilizing Semantic
The semantic linking problem we studied in the paper begfgp technologies for e-learnin@.]12] discusses the diffees

similarities to the search problem on the web. However Wutween classical training and e-learning and preserieselitt
our problem not only the link destination but also the linksemantic Web layers and how they can be applied to e-
anchor need to be identified and linked automatically. Thef@arning. [13] defines “dynamic assembly,” which is the pro-
are many standard methods for improving searching qualf¢ss of connecting relevant search results into a learrétiy p
in information retrieval literature that have been applied or ysers and linking the learning objects into an organized
the current generation of search engiriés [3], yet for thetmQg,cture.
part most of the work in IR has not been explored in the gnto|ogies and metadata and their application to eLearning
collaborative semantic linking contextl[6]. Little if aiyhg  4re discussed if[16]. The standards discussed and used in
has been done to examine the overlap of the problem spaggs, paper are the Dublin Core Sch&rend LOMHY. The
which is unsurprising given the novelty of collaborativélyilt b ,plin Core Initiative provides simple standards to faatte
knowledge-bases. ~ the finding, sharing and management of information on the
There are several efforts1[9]LI[8][_[10] towards using §ep and is gaining popularity on the web and is used by
wiki for collaboratively editing semantic knowledge baseﬁ1any OA\l repositories. The LOM data model specifies which

where users can specify semantic information includingslin aspects of a learning object should be described and how to
in addition to standard wiki text. Most of them focus orRyccess and modify these objects

improving usability and integrating machine readable dataThere is also significant research on automatic metadata
and human-readable editable text. We are not aware of YBheration. For example[1[4] presents a framework that au-

approach that supports automatic linking to the extent of Otbmatically generates learning object metadata. This @n b
present work.

V. RELATED WORK

http://dublincore.org/

8For their “Expert Voices” service. S¢e http://www.nsaibr 1Ohttp://www.imsglobal.org/metadata/


http://www.nsdl.org/
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compared with search engines on the web that index web pagek J. Kolbitsch and H. Maurer. Community building arouncgtlopeadic

in the background without any intervention of the creator or

the host of the site. Although dealing with a different asméc

metadata generation, the work supports a similar viewpasnt

ours: users should not have to bother with a laborious psoce
of ab initio metadata creation when machine learning can hel
If the user wants to correct, add or delete metadata, thdy wib]
still be able to do so—but most users, most of the time, should
be insulated from the task (left to specify the most simplels‘l,

intuitive, classification meta-information).

VI. FUTURE DIRECTIONS& CONCLUSION

Our work in NNexus continues along several threads. A
major near-term research and development item is the exp D
sion of ontology mapping capabilities for link steering. W

are also continually improving the policy-based link shegr
and filtering capabilities. Similarly, we continue to opiz®m

the system, and are working to expand its generalization (fo
instance, abstracting input parsing and output generaton[14]

different markup languages). In addition, we are also expip
reputation systems and collaborative filtering techniqi$s

to address issues of “competing” entries and different seed
and preferences of authors. This especially becomes ae isEd!
when one goes beyond a single collaborative corpus, as would

typically be the case in linking to them by third parties.

We have presented the challenges of automatically inter-
linking a dynamic corpus and introduced NNexus, a modular

knowledge. Journal of Computing and Information Technolpgi4,
2006.

Aaron Krowne. An architecture for collaborative mathdascience
digital libraries. Master’s thesis, Virginia Polytechritstiture and State
University, Blacksburg, VA, 2003.

Adam Souzis. Building a semantic wikilEEE Intelligent Systems
20(5):87-91, 2005.

S. E. Roberto Tazzoli and Paolo Castagna. Towards a semaiki
wiki web. In In Demo Session at ISWC2QQ@2004.

] Max Volkel, Markus Krotzsch, Denny Vrandecic, Heikdaller, and

Rudi Studer. Semantic wikipedia. M/WW '06: Proceedings of the
15th international conference on World Wide Wphges 585-594, New
York, NY, USA, 2006. ACM Press.

G. Weaver, B. Strickland, and G. Crane. Quantifying #wuracy
of relational statements in wikipedia: a methodology. J@DL '06:
Proceedings of the 6th ACM/IEEE-CS joint conference on tRligi
libraries, 2006.

L. Stojanovic, S. Staab, and R. Studer. eLearning basdtie Semantic
Web. In WebNet2001: World Conference on the WWW and Internet,
Orlando, Florida, USA 2001.

R. Farrel, S. Liburd, and J. Thomas. Dynamic Assemblye&rning
Objects. INWWW '04: Proceedings of the 13th international conference
on World Wide Web2004.

Natalya Fridman Noy and Mark A. Musen. PROMPT: Algonittand
Tool for Automated Ontology Merging and Alignment. Rroceedings
of the Seventeenth National Conference on Artificial ligietice and
Twelfth Conference on Innovative Applications of Artifidigtelligence
2000.

Zharko Aleksovski and Michel Klein. Ontology mappinging back-
ground knowledge. ItK-CAP '05: Proceedings of the 3rd international
conference on Knowledge captu2005

J. Brase and W. NejdDntologies and Metadata for eLearning§pringer
Verlab, 2003.

1 Keizo Oyama and Hironobu Gotoda. Dublin Core Confeeenia DC-

2001, Proceedings of the International Conference on DuBlore and

system for performing this task. The achievements of the Metadata Applications2001.

precursor to the NNexus system, the Noosphere automatd

linker, can be seen at PlanetM%NNexus is now available
for general use as open source softwde,and we look

forward to working with others to improve it and apply it
more widely to enhance the semantic quality of the web in

general.
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