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ABSTRACT. The two Rogers–Ramanujan q-series
\[ \sum_{n=0}^{\infty} \frac{q^{n(n+\sigma)}}{(1-q) \cdots (1-q^n)}, \]
where \( \sigma = 0, 1 \), play many roles in mathematics and physics. By the Rogers–Ramanujan identities, they are essentially modular functions. Their quotient, the Rogers–Ramanujan continued fraction, has the special property that its singular values are algebraic integral units. We find a framework which extends the Rogers–Ramanujan identities to doubly-infinite families of q-series identities. If \( a \in \{1, 2\} \) and \( m, n \geq 1 \), then we have
\[ \sum_{\lambda \leq m} q^{a|\lambda|} P_{2\lambda}(1, q, q^2, \ldots ; q^n) = \text{"Infinite product modular function"}, \]
where the \( P_{\lambda}(x_1, x_2, \ldots ; q) \) are Hall–Littlewood polynomials. These q-series are specialized characters of affine Kac–Moody algebras. Generalizing the Rogers–Ramanujan continued fraction, we prove in the case of \( A^{(2)}_{2n} \) that the relevant q-series quotients are integral units.

1. Introduction

The celebrated Rogers–Ramanujan (RR) identities [67]

\[ G(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(1-q) \cdots (1-q^n)} = \prod_{n=0}^{\infty} \frac{1}{(1-q^{5n+1})(1-q^{5n+4})} \]  
and
\[ H(q) := \sum_{n=0}^{\infty} \frac{q^{n^2+n}}{(1-q) \cdots (1-q^n)} = \prod_{n=0}^{\infty} \frac{1}{(1-q^{5n+2})(1-q^{5n+3})} \]
play many roles in mathematics and physics. They are essentially modular functions, and their ratio $H(q)/G(q)$ is the famous Rogers–Ramanujan $q$-continued fraction

\[
H(q) = \frac{1}{1 + \frac{q}{1 + \frac{q^2}{1 + \frac{q^3}{1 + \ldots}}}}.
\]

The golden ratio $\phi$ satisfies $H(1)/G(1) = 1/\phi = (-1 + \sqrt{5})/2$. Ramanujan amazingly computed further values such as

\[
e^{-\frac{2\pi}{5}} \cdot \frac{H(e^{-2\pi})}{G(e^{-2\pi})} = \sqrt{\frac{5 + \sqrt{5}}{2}} - \frac{\sqrt{5} + 1}{2}.
\]

The minimal polynomial of this value is

\[x^4 + 2x^3 - 6x^2 - 2x + 1,
\]

which shows that it is an algebraic integral unit. All of Ramanujan’s evaluations are such units.

Ramanujan’s evaluations inspired early work by Watson \[61, 76, 77\] and Ramanathan \[65\]. Then in 1996, Berndt, Chan and Zhang \[11\] finally obtained general theorems concerning such values. The theory pertains to values at $q := e^{2\pi i \tau}$, where the $\tau$ are quadratic irrational points in the upper-half of the complex plane. We refer to such a point $\tau$ as a CM point with discriminant $-D < 0$, where $-D$ is the discriminant of the minimal polynomial of $\tau$. The corresponding evaluation is known as a singular value. Berndt, Chan and Zhang proved that the singular values $q^{-1/60}G(q)$ and $q^{11/60}H(q)$ are algebraic numbers in abelian extensions of $\mathbb{Q}(\tau)$ which enjoy the surprising property (see \[11\] Theorem 6.2) that their ratio $q^{1/5}H(q)/G(q)$ is an algebraic integral unit which generates specific abelian extensions of $\mathbb{Q}(\tau)$.

Remark. The individual values of $q^{-1/60}G(q)$ and $q^{11/60}H(q)$ generically are not algebraic integers. For example, in (1.4) we have $\tau = i$, and the numerator and denominator

$\frac{q^{-\frac{1}{60}}G(q)}{10} = -\frac{4\sqrt{1 + 3\sqrt{5} - 2\sqrt{10} + 2\sqrt{5}}}{10}$ and $\frac{q^{\frac{11}{60}}H(q)}{10} = -\frac{4\sqrt{1 + 3\sqrt{5} + 2\sqrt{10} + 2\sqrt{5}}}{10}$

share the minimal polynomial $625x^6 - 250x^4 - 1025x^2 - 90x^4 + 1$.

In addition to the deep algebraic properties described above, (1.1) and (1.2) have been related to a surprisingly large number of different areas of mathematics. They were first recognized by MacMahon and Schur as identities for integer partitions \[60, 69\], but

---

1He offered this value in his first letter to Hardy (see p. 29 of \[12\]).

2Cais and Conrad \[24\] and Duke \[27\] later revisited these results from the perspective of arithmetic geometry and the symmetries of the regular icosahedron respectively.
have since been linked to algebraic geometry \[23, 37\], K-theory \[28\], group theory \[32\], Kac–Moody, Virasoro, vertex and double affine Hecke algebras \[25, 31, 51, 52, 54, 55, 56, 57\], knot theory \[6, 39, 40\], modular forms \[16, 17, 18, 20, 21, 22, 64\], orthogonal polynomials \[7, 15, 35\], statistical mechanics \[4, 9\], probability \[33\] and transcendental number theory \[66\].

In 1974 Andrews \[1\] extended (1.1) and (1.2) to an infinite family of Rogers–Ramanujan-type identities by proving that

\[
\sum_{r_1 \geq \cdots \geq r_m \geq 0} \frac{q^{r_1^2 + \cdots + r_m^2 + r_1 + \cdots + r_m}}{(q)_{r_1 - r_2} \cdots (q)_{r_{m-1} - r_m} (q)_{r_m}} = \frac{(q^{2m+3}; q^{2m+3})_{\infty}}{(q)_{\infty}} \cdot \theta(q^i; q^{2m+3}),
\]

where \(1 \leq i \leq m + 1\). As usual, here we have that

\[
(a)_k = (a; q)_k := \begin{cases} 
(1 - a)(1 - aq) \cdots (1 - aq^{k-1}) & \text{if } k \geq 0, \\
\prod_{j=0}^{\infty} (1 - aq^j) & \text{if } k = \infty,
\end{cases}
\]

and

\[
\theta(a; q) := (a; q)_{\infty} (q/a; q)_{\infty}
\]
is a modified theta function. The identities (1.5), which can be viewed as the analytic counterpart of Gordon’s partition theorem \[36\], are now commonly referred to as the Andrews–Gordon (AG) identities.

**Remark.** The specializations of \(\theta(a; q)\) in (1.5) are (up to powers of \(q\)) modular functions, where \(q := e^{2\pi i \tau}\) and \(\tau\) is any complex point with \(\text{Im}(\tau) > 0\). It should be noted that this differs from our use of \(q\) and \(\tau\) above where we required \(\tau\) to be a quadratic irrational point. Such infinite product modular functions were studied extensively by Klein and Siegel.

There are numerous algebraic interpretations of the Rogers–Ramanujan and Andrews–Gordon identities. For example, the above-cited papers by Milne, Lepowsky and Wilson show that they arise as principally specialized characters of integrable highest-weight modules of the affine Kac–Moody algebra \(A_1^{(1)}\). Similarly, Feigin and Frenkel proved the Rogers–Ramanujan and Andrews–Gordon identities by considering certain irreducible minimal representations of the Virasoro algebra \[31\]. These works have been the basis for a much larger program by Lepowsky and his collaborators on combinatorial and algebraic extensions of the Rogers–Ramanujan type identities, leading to important notions such as \(Z\)-algebras and vertex operator algebras, see e.g., \[34, 63\] and references therein.

In this paper we have a similar but distinct aim, namely to find a concrete framework of Rogers–Ramanujan type identities in the \(q\)-series sense of “Infinite sum = Infinite product”, where the infinite products arise as specialized characters of appropriately chosen affine Lie algebras \(X_N^{(r)}\) for arbitrary \(N\)? Such a general framework would give new connections between Lie algebras and the theory of modular functions.
In [5] (see also [30, 74]) some partial results concerning the above question were obtained, resulting in Rogers–Ramanujan-type identities for $A_2^{(1)}$. Unfortunately, the approach of [5] does not in any obvious manner extend to $A_2^{(1)}$ for all $n$.

In this paper we give a satisfactory answer to this question by showing that the Rogers–Ramanujan and Andrews–Gordon identities are special cases of a doubly-infinite family of $q$-identities arising from the Kac–Moody algebra $A_{2n}^{(2)}$ for arbitrary $n$. In their most compact form, the “sum-sides” are expressed in terms of Hall–Littlewood polynomials $P_{\lambda}(x; q)$ evaluated at infinite geometric progressions (see Section 2 for definitions and further details), and the “product-sides” are essentially products of modular theta functions. We shall present four pairs $(a, b)$ such that for all $m, n \geq 1$ we have an identity of the form

$$\sum_{\lambda_1 \leq m} q^{a|\lambda|} P_{2\lambda}(1, q, q^2, \ldots; q^{2n+b}) = \text{“Infinite product modular function”}.$$  

To make this precise, we fix notation for integer partitions, nonincreasing sequences of nonnegative integers with at most finitely many nonzero terms. For a partition $\lambda = (\lambda_1, \lambda_2, \ldots)$, we let $|\lambda| := \lambda_1 + \lambda_2 + \cdots$, and we let $2\lambda := (2\lambda_1, 2\lambda_2, \ldots)$. We also require $\lambda'$, the conjugate of $\lambda$, the partition which is obtained by transposing the Ferrers–Young diagram of $\lambda$. Finally, for convenience we let

$$\theta(a_1, \ldots, a_k; q) := \theta(a_1; q) \cdots \theta(a_k; q).$$

**Example.** If $\lambda = (5, 3, 3, 1)$, then we have that $|\lambda| = 12$, $2\lambda = (10, 6, 6, 2)$ and $\lambda' = (4, 3, 3, 1, 1)$.

Using this notation, we have the following pair of doubly-infinite Rogers–Ramanujan type identities which correspond to specialized characters of $A_{2n}^{(2)}$.

**Theorem 1.1 (A_{2n}^{(2)} RR and AG identities).** If $m$ and $n$ are positive integers and $\kappa := 2m + 2n + 1$, then we have that

$$\sum_{\lambda_1 \leq m} q^{a|\lambda|} P_{2\lambda}(1, q, q^2, \ldots; q^{2n-1})$$

$$= \frac{(q^\kappa; q^\kappa)_n}{(q)_n} \cdot \prod_{i=1}^{n} \theta(q^{i+m}; q^\kappa) \prod_{1 \leq i < j \leq n} \theta(q^{j-i}, q^{i+j-1}; q^\kappa)$$

$$= \frac{(q^\kappa; q^\kappa)_m}{(q)_m} \cdot \prod_{i=1}^{m} \theta(q^{i+1}; q^\kappa) \prod_{1 \leq i < j \leq m} \theta(q^{j-i}, q^{i+j+1}; q^\kappa),$$

---

This result was obtained by the third author.
and

\begin{equation}
\sum_{\lambda_1 \leq m} q^{2|\lambda|} P_{2\lambda}(1, q, q^2, \ldots ; q^{2n-1}) = \frac{(q^k ; q^k)_n}{(q)_n^n} \cdot \prod_{i=1}^n \theta(q^i ; q^k) \prod_{1 \leq i < j \leq n} \theta(q^{j-i}, q^{i+j} ; q^k)
\end{equation}

\begin{equation}
= \frac{(q^k ; q^k)_m}{(q)_m^m} \cdot \prod_{i=1}^m \theta(q^i ; q^k) \prod_{1 \leq i < j \leq m} \theta(q^{j-i}, q^{i+j} ; q^k).
\end{equation}

Four remarks.

(1) When \( m = n = 1 \), Theorem 1.1 gives the Rogers–Ramanujan identities (1.1) and (1.2). The summation defining the series is over the empty partition, \( \lambda = 0 \), and partitions consisting of \( n \) copies of 1, i.e., \( \lambda = (1^n) \). Since

\[ q^{(\sigma+1)(1^n)} P_{(2^n)}(1, q, q^2, \ldots ; q) = \frac{q^{n(n+\sigma)}}{(1-q) \cdots (1-q^n)}, \]

identities (1.1) and (1.2) thus follow from Theorem 1.1 by letting \( \sigma = 0, 1 \).

(2) When \( n = 1 \), Theorem 1.1 gives the \( i = 1 \) and the \( i = m + 1 \) instances of the Andrews–Gordon identities in a representation due to Stembridge [76] (see also Fulman [32]). The equivalence with (1.5) follows from the specialization formula [59, p. 213]

\[ q^{(\sigma+1)|\lambda|} P_{2\lambda}(1, q, q^2, \ldots ; q) = \prod_{i \geq 1} \frac{q^{n(r_i+\sigma)}}{(q)^{r_i-r_i+1}}, \]

where \( r_i := \lambda'_i \). Note that \( \lambda_1 \leq m \) implies that \( \lambda'_i = r_i = 0 \) for \( i > m \).

(3) We note the beautiful level-rank duality exhibited by the products on the right-hand sides of the expressions in Theorem 1.1 (especially those of (1.7b)).

(4) In the next section we shall show that the more general series

\begin{equation}
\sum_{\lambda_1 \leq m} q^{(\sigma+1)|\lambda|} P_{2\lambda}(1, q, q^2, \ldots ; q^n)
\end{equation}

are also expressible in terms of \( q \)-shifted factorials, allowing for a formulation of Theorem 1.1 (see Lemma 2.1) which is independent of Hall–Littlewood polynomials.

Example. Here we illustrate Theorem 1.1 when \( m = n = 2 \). Then (1.7a) is

\[ \sum_{\lambda_1 \leq 2} q^{|\lambda|} P_{2\lambda}(1, q, q^2, \ldots ; q^3) = \prod_{n=1}^\infty \frac{(1-q^{9n})}{(1-q^n)}, \]

giving another expression for the \( q \)-series in Dyson’s favorite identity, as recalled in his “A walk through Ramanujan’s Garden” [29]:
“The end of the war was not in sight. In the evenings of that winter I kept sane by wandering in Ramanujan’s garden. . . . I found a lot of identities of the sort that Ramanujan would have enjoyed. My favorite one was this one:

\[
\sum_{n=0}^{\infty} x^{n^2+n} \cdot \frac{(1 + x + x^2)(1 + x^2 + x^4) \cdots (1 + x^n + x^{2n})}{(1-x)(1-x^2) \cdots (1-x^{2n+1})} = \prod_{n=1}^{\infty} \frac{(1 - x^{9n})}{(1 - x^n)}.
\]

In the cold dark evenings, while I was scribbling these beautiful identities amid the death and destruction of 1944, I felt close to Ramanujan. He had been scribbling even more beautiful identities amid the death and destruction of 1917.”

The series in (1.7b) is

\[
\sum_{\lambda} q^{2|\lambda|} P_{2\lambda}(1, q, q^2, \ldots; q^3) = \prod_{n=1}^{\infty} \frac{(1 - q^{9n})(1 - q^{9n-1})(1 - q^{9n-8})}{(1 - q^n)(1 - q^{9n-4})(1 - q^{9n-5})}.
\]

We also have an even modulus analog of Theorem 1.1. Surprisingly, the cases correspond to dual affine Lie algebras, namely \(C_n^{(1)}\) and \(D_{n+1}^{(2)}\).

**Theorem 1.2** (\(C_n^{(1)}\) RR and AG identities). If \(m\) and \(n\) are positive integers and \(\kappa := 2m + 2n + 2\), then we have that

(1.9)

\[
\sum_{\lambda_1 \leq m} q^{2|\lambda|} P_{2\lambda}(1, q, q^2, \ldots; q^{2n}) = \frac{(q^\kappa; q^\kappa)_\infty (q^{\kappa/2}; q^{\kappa/2})_\infty (q^{\kappa/2}; q^{\kappa})_\infty}{(q^{\kappa+1})_\infty} \cdot \prod_{i=1}^{n} \theta(q^i; q^{\kappa/2}) \prod_{1 \leq i < j \leq n} \theta(q^{j-i}, q^{i+j}; q^\kappa)
\]

(1.10)

\[
\sum_{\lambda} q^{2|\lambda|} P_{2\lambda}(1, q, q^2, \ldots; q^{2n-2}) = \frac{(q^\kappa; q^\kappa)^m}{(q^2; q^2)_\infty (q^{\kappa})_\infty} \cdot \prod_{1 \leq i < j \leq n} \theta(q^{j-i}, q^{i+j-1}; q^\kappa)
\]

**Theorem 1.3** (\(D_{n+1}^{(2)}\) RR and AG identities). If \(m\) and \(n\) are positive integers such that \(n \geq 2\), and \(\kappa := 2m + 2n\), then we have that
Two remarks.

(1) The \((m, n) = (1, 2)\) case of (1.10) is equivalent to Milne’s modulus 6 Rogers–Ramanujan identity [62, Theorem 3.26].

(2) If we take \(m = 1\) in (1.9) (with \(n \rightarrow n - 1\)) and (1.10), and apply formula (2.7) below (with \(\delta = 0\)), we obtain the \(i = 1, 2\) cases of Bressoud’s even modulus identities [13]

\[
\sum_{r_1 \geq \cdots \geq r_n \geq 0} (q)_{r_1 - r_2} \cdots (q)_{r_{n-1} - r_n} (q^2; q^2)_{r_n} = \frac{(q^{2n+2}; q^{2n+2})_\infty}{(q)_\infty} \cdot \theta(q^i; q^{2n+2}).
\]

By combining (1.7)–(1.10), we obtain an identity of “mixed” type.

Corollary 1.4. If \(m\) and \(n\) are positive integers and \(\kappa = 2m + n + 2\), then for \(\sigma = 0, 1\) we have that

\[
\sum_{\lambda \leq m} q^{(\sigma+1)|\lambda|} P_{2\lambda}(1, q, q^2, \ldots; q^n) = \frac{(q^\kappa; q^\kappa)_m}{(q)_\infty^m} \cdot \prod_{i=1}^{m} \theta(q^{i-\sigma+1}; q^{\kappa}) \prod_{1 \leq i < j \leq m} \theta(q^j - q^i; q^{\kappa}).
\]

Identities for \(A_{n-1}^{(1)}\) also exist, although their formulation is perhaps slightly less satisfactory. We have the following “limiting” Rogers–Ramanujan type identities.

Theorem 1.5 (\(A_{n-1}^{(1)}\) RR and AG identities). If \(m\) and \(n\) are positive integers and \(\kappa = m + n\), then we have that

\[
\lim_{r \to \infty} q^{-m(\frac{1}{2})} P_{(m^\tau)}(1, q, q^2, \ldots; q^n) = \frac{(q^\kappa; q^\kappa)^{n-1}}{(q)_\infty^n} \cdot \prod_{1 \leq i < j \leq n} \theta(q^{-i}; q^{\kappa})
\]

\[
= \frac{(q^\kappa; q^\kappa)^{m-1}}{(q)_\infty^m} \cdot \prod_{1 \leq i < j \leq m} \theta(q^j - q^i; q^{\kappa}).
\]

Now we turn to the question of whether the new \(q\)-series appearing in these theorems, which arise so simply from the Hall–Littlewood polynomials, enjoy the same deep algebraic properties as (1.1), (1.2), and the Rogers–Ramanujan continued fraction. As it turns out they do: their singular values are algebraic numbers. Moreover, we can characterize those ratios which simplify to algebraic integral units.

To make this precise, we recall that \(q = e^{2\pi i r}\) for \(\text{Im}(\tau) > 0\), and that \(m\) and \(n\) are arbitrary positive integers. The auxiliary parameter \(\kappa = \kappa(m, n)\) in Theorems \ref{thm1} \ref{thm2} and \ref{thm3} is defined as follows:

\[
\kappa = \begin{cases} 
\kappa_1(m, n) := 2m + 2n + 1 & \text{for } A_{2n}^{(2)} \\
\kappa_2(m, n) := 2m + 2n + 2 & \text{for } C_n^{(1)} \\
\kappa_3(m, n) := 2m + 2n & \text{for } D_{n+1}^{(2)}.
\end{cases}
\]
Remark. The parameter $\kappa$ has a representation theoretic interpretation arising from the corresponding affine Lie algebra $X_N^{(r)}$ (see Section 3). It turns out that

$$\kappa_*(m, n) = \frac{2}{r} (\text{lev}(\Lambda) + h^\vee),$$

where $\text{lev}(\Lambda)$ is the level of the corresponding representation, $h^\vee$ is the dual Coxeter number and $r$ is the tier number.

To obtain algebraic values, we require certain normalizations of these series. The subscripts below correspond to the labelling in the theorems. In particular, $\Phi_{1a}$ and $\Phi_{1b}$ appear in Theorem 1.1, $\Phi_2$ is in Theorem 1.2 and $\Phi_3$ is in Theorem 1.3. Using this notation, the series are

\begin{align*}
(1.15a) \quad & \Phi_{1a}(m, n; \tau) := q^{mn(4mn-4m+2n-3)/12\kappa} \sum_{\lambda : \lambda_1 \leq m} q^{\lambda|\lambda|} P_{2\lambda}(1, q, q^2, \ldots ; q^{2n-1}) \\
(1.15b) \quad & \Phi_{1b}(m, n; \tau) := q^{mn(4mn+2m+2n+3)/12\kappa} \sum_{\lambda : \lambda_1 \leq m} q^{2\lambda|\lambda|} P_{2\lambda}(1, q, q^2, \ldots ; q^{2n-1}) \\
(1.15c) \quad & \Phi_2(m, n; \tau) := q^{m(2n+1)(2mn-m+n-1)/12\kappa} \sum_{\lambda : \lambda_1 \leq m} q^{\lambda|\lambda|} P_{2\lambda}(1, q, q^2, \ldots ; q^{2n}) \\
(1.15d) \quad & \Phi_3(m, n; \tau) := q^{m(2n-1)(2mn+n+1)/12\kappa} \sum_{\lambda : \lambda_1 \leq m} q^{2\lambda|\lambda|} P_{2\lambda}(1, q, q^2, \ldots ; q^{2n-2}).
\end{align*}

Two remarks.

1. We note that $\Phi_3(m, n; \tau)$ is not well defined when $n = 1$.
2. We note that the $\kappa_*(m, n)$ are odd in the $A_{2n}^{(2)}$ cases, and are even for the $C_n^{(1)}$ and $D_{n+1}^{(2)}$ cases. This dichotomy will be important when seeking pairs of $\Phi_*$ whose singular values have ratios that are algebraic integral units.

Our first result concerns the algebraicity of these values and their Galois theoretic properties. We show that these values are in specific abelian extensions of imaginary quadratic fields (see [14, 26] for background on the explicit class field theory of imaginary quadratic fields). For convenience, if $-D < 0$ is a discriminant, then we define

$$D_0 := \begin{cases} 
\frac{D}{4} & \text{if } D \equiv 0 \pmod{4}, \\
\frac{-D-1}{4} & \text{if } -D \equiv 1 \pmod{4}.
\end{cases}$$

**Theorem 1.6.** Assume the notation above, and let $\kappa := \kappa_*(m, n)$. If $\kappa \tau$ is a CM point with discriminant $-D < 0$, then the following are true:

1. The singular value $\Phi_*(m, n; \tau)$ is an algebraic number.
2. The multiset

$$\left\{ \Phi_*(m, n, \tau_Q/\kappa)^{12\kappa}_{(\gamma, Q)} : (\gamma, Q) \in W_{\kappa, \tau} \times Q_D \right\}$$

(see Section 5 for definitions) consists of multiple copies of a Galois orbit over $\mathbb{Q}$. 

If \( \kappa > 10, \) \(|-D| > \kappa^4/2,\) and \( \gcd(D_0, \kappa) = 1,\) then the multiset in (2) is a Galois orbit over \( \mathbb{Q}. \)

Four remarks.

(1) For each pair of positive integers \( m \) and \( n, \) the inequality in Theorem 1.6 (3) holds for all but finitely many discriminants.

(2) In Section 5 we will show that the values \( \Phi^*_1(m,n;\tau)_{12\kappa} \) are in a distinguished class field over the ring class field \( \mathbb{Q}(j(\kappa^2\tau)), \) where \( j(\tau) \) is the usual Klein \( j \)-function.

(3) The \( \Phi^*_1 \) singular values do not in general contain full sets of Galois conjugates. In particular, the singular values in the multiset in Theorem 1.6 (2) generally require \( q \)-series which are not among the four families \( \Phi^*_1 \). For instance, only the \( i = 1 \) and \( i = m + 1 \) cases of the Andrews–Gordon identities arise from specializations of \( \Phi^*_1 \) and \( \Phi^*_b \), respectively. However, the values associated to the other AG identities arise as Galois conjugates of these specializations. One then naturally wonders whether there are even further families of identities, perhaps those which can be uncovered by the theory of complex multiplication.

(4) Although Theorem 1.6 (3) indicates that the multiset in (2) is generically a single orbit of Galois conjugates, it turns out that there are indeed situations where the set is more than a single copy of such an orbit. Indeed, the two examples in Section 7 will be such accidents.

We now address the question of singular values and algebraic integral units. Although the singular values of \( q^{-1/60}G(q) \) and \( q^{11/60}H(q) \) are not generally algebraic integers, their denominators can be determined exactly, and their ratios always are algebraic integral units. The series \( \Phi^*_1 \) exhibit similar behavior. The following theorem determines the integrality properties of the singular values. Moreover, it gives algebraic integral unit ratios in the case of the \( A_{2n}^{(2)} \) identities, generalizing the case of the Rogers–Ramanujan continued fraction.

**Theorem 1.7.** Assume the notation and hypotheses in Theorem 1.6. Then the following are true:

1. The singular value \( 1/\Phi^*_1(m,n;\tau) \) is an algebraic integer.
2. The singular value \( \Phi^*_1(m,n;\tau) \) is a unit over \( \mathbb{Z}[1/\kappa]. \)
3. The ratio \( \Phi^*_1(m,n;\tau)/\Phi^*_1(m,n;\tau) \) is an algebraic integral unit.

Two remarks.

(1) We have that \( \Phi^*_1(1,1;\tau) = q^{-1/60}G(q) \) and \( \Phi^*_1(1,1;\tau) = q^{11/60}H(q). \) Therefore, Theorem 1.7 (3) implies the theorem of Berndt, Chan, and Zhang that the ratios of these singular values—the singular values of the Rogers–Ramanujan continued fraction—are algebraic integral units.

(2) It is natural to ask whether Theorem 1.7 (3) is a special property enjoyed only by the \( A_{2n}^{(2)} \) identities. More precisely, are ratios of singular values of further pairs of \( \Phi^*_1 \) series algebraic integral units? By Theorem 1.7 (2), it is natural to restrict attention to cases
where the $\kappa_*(m, n)$ integers agree. Indeed, in these cases the singular values are already integral over the common ring $\mathbb{Z}[1/\kappa]$. Due to the parity of the $\kappa_*(m, n)$, the only other cases to consider are pairs involving $\Phi_2$ and $\Phi_3$. In Section 7 we give an example illustrating that such ratios for $\Phi_2$ and $\Phi_3$ are not generically units.

**Example.** In Section 7 we shall consider the $q$-series $\Phi_{1a}(2, 2; \tau)$ and $\Phi_{1b}(2, 2; \tau)$. For $\tau = i/3$, the first 100 coefficients of the $q$-series respectively give the numerical approximations

\[
\Phi_{1a}(2, 2; i/3) = 0.577350 \ldots = \frac{1}{\sqrt{3}}
\]

\[
\Phi_{1b}(2, 2; i/3) = 0.217095 \ldots
\]

Here we have that $\kappa_1(2, 2) = 9$. Indeed, these values are not algebraic integers. Respectively, they are roots of

\[
3x^2 - 1
\]

\[
19683x^{18} - 80919x^{12} - 39366x^9 + 11016x^6 - 486x^3 - 1.
\]

However, Theorem 1.7 (2) applies, and we find that $\sqrt{3}\Phi_{1a}(2, 2; i/3)$ and $\sqrt{3}\Phi_{1b}(2, 2; i/3)$ are units. Respectively, they are roots of

\[
x - 1
\]

\[
x^{18} + 6x^{15} - 93x^{12} - 304x^9 + 420x^6 - 102x^3 + 1.
\]

Lastly, Theorem 1.7 (3) applies, and so their ratio

\[
\frac{\Phi_{1a}(2, 2; i/3)}{\Phi_{1b}(2, 2; i/3)} = 4.60627 \ldots
\]

is a unit. Indeed, it is a root of

\[
x^{18} - 102x^{15} + 420x^{12} - 304x^9 - 93x^6 + 6x^3 + 1.
\]

The remainder of this paper is organized as follows. In Section 2 we recall some basic definitions and facts from the theory of Hall–Littlewood polynomials. We use these facts to give a different combinatorial representation for the left-hand side of (1.12) (see Lemma 2.1). Then, in Sections 3 and 4 we prove Theorems 1.1–1.3 and Theorem 1.5, respectively. The proofs require Weyl denominator formulas, Macdonald identities, and a new key lemma about limiting $q$-series. We also interpret each of the theorems from the point of view of representation theory. Namely, we explain how these identities correspond to specialized characters of Kac–Moody and affine Lie algebras.

As noted above, the specializations of the $\theta(a; q)$ that arise in these identities are essentially modular functions of the type which have been studied extensively by Klein and Siegel. This is the key fact which we employ to derive Theorems 1.6 and 1.7. In Section 5 we recall the Galois theoretic properties of the singular values of Siegel functions as developed by Kubert and Lang, and in Section 6 we prove Theorems 1.6 and 1.7. In the last section we conclude with a detailed discussion of examples of Theorems 1.6 and 1.7.
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2. The Hall–Littlewood Polynomials

Let \( \lambda = (\lambda_1, \lambda_2, \ldots) \) be an integer partition \([3]\), a nonincreasing sequence of nonnegative integers \( \lambda_1 \geq \lambda_2 \geq \ldots \) with only finitely nonzero terms. The positive \( \lambda_i \) are called the parts of \( \lambda \), and the number of parts, denoted \( l(\lambda) \), is the length of \( \lambda \). The size \( |\lambda| \) of \( \lambda \) is the sum of its parts. The Ferrers–Young diagram of \( \lambda \) consists of \( l(\lambda) \) left-aligned rows of squares such that the \( i \)th row contains \( \lambda_i \) squares. For example, the Ferrers–Young diagram of \( \nu = (6, 4, 4, 2) \) of length 4 and size 16 is

The conjugate partition \( \lambda' \) corresponds to the transpose of the Ferrers–Young diagram of \( \lambda \). For example, we have \( \nu' = (4, 4, 3, 3, 1, 1) \). We define nonnegative integers \( m_i = m_i(\lambda) \), for \( i \geq 1 \), to be the multiplicities of parts of size \( i \), so that \( |\lambda| = \sum_i i m_i \). It is easy to see that \( m_i = \lambda'_i - \lambda'_{i+1} \). We say that a partition is even if its parts are all even. Note that \( \lambda' \) is even if all multiplicities \( m_i(\lambda) \) are even. The partition \( \nu \) above is an even partition.

Given two partitions \( \lambda, \mu \) we write \( \mu \subseteq \lambda \) if the diagram of \( \mu \) is contained in the diagram of \( \lambda \), or, equivalently, if \( \mu_i \leq \lambda_i \) for all \( i \). To conclude our discussion of partitions, we define the generalized \( q \)-shifted factorial

\[
(2.1) \quad b_\lambda(q) := \prod_{i \geq 1} (q)_i^{m_i} = \prod_{i \geq 1} (q)_{\lambda'_i - \lambda'_{i+1}}.
\]

Hence, for \( \nu \) as above we have \( b_{\nu}(q) = (q)^2_1(q)_2 \).

For a fixed positive integer \( n \), let \( x = (x_1, \ldots, x_n) \). Given a partition \( \lambda \) such that \( l(\lambda) \leq n \), write \( x^\lambda \) for the monomial \( x_1^{\lambda_1} \cdots x_n^{\lambda_n} \), and define

\[
(2.2) \quad v_\lambda(q) = \prod_{i=0}^{n} \frac{(q)_i^{m_i}}{(1 - q)^{m_i}},
\]

where \( m_0 := n - l(\lambda) \). The Hall–Littlewood polynomial \( P_\lambda(x; q) \) is defined as the symmetric function \([59]\)

\[
(2.3) \quad P_\lambda(x; q) = \frac{1}{v_\lambda(q)} \sum_{w \in S_n} w \left( x^\lambda \prod_{i<j} \frac{x_i - qx_j}{x_i - x_j} \right),
\]

where the symmetric group \( S_n \) acts on \( x \) by permuting the \( x_i \). It follows from the definition that \( P_\lambda(x; q) \) is a homogeneous polynomial of degree \( |\lambda| \), a fact used repeatedly in the rest of this paper. \( P_\lambda(x; q) \) is defined to be identically 0 if \( l(\lambda) > n \). The Hall–Littlewood
polynomials may be extended in the usual way to symmetric functions in countably-many variables, see [59].

Here we make this precise when \( x \) is specialized to an infinite geometric progression. For \( x = (x_1, x_2, \ldots) \) not necessarily finite, let \( p_r \) be the \( r \)-th power sum symmetric function
\[
p_r(x) = x_1^r + x_2^r + \cdots,
\]
and \( p_\lambda = \prod_{i=1}^r p_{\lambda_i} \). The power sums \( \{p_\lambda(x_1, \ldots, x_n)\}_{\lambda(\lambda) \leq n} \) form a \( \mathbb{Q} \)-basis of the ring of symmetric functions in \( n \) variables. If \( \phi_q \) denotes the ring homomorphism \( \phi_q(p_r) = p_r/(1 - q^r) \), then the modified Hall–Littlewood polynomials \( P'_\lambda(x; q) \) are defined as the image of the \( P_\lambda(x; q) \) under \( \phi_q \):
\[
P'_\lambda = \phi_q(P_\lambda).
\]

We also require the Hall–Littlewood polynomials \( Q_\lambda \) and \( Q'_\lambda \) defined by
\[
(2.4) \quad Q_\lambda(x; q) := b_\lambda(q)P_\lambda(x; q) \quad \text{and} \quad Q'_\lambda(x; q) := b_\lambda(q)P'_\lambda(x; q).
\]

Clearly, \( Q'_\lambda = \phi_q(Q_\lambda) \).

Up to the point where the \( x \)-variables are specialized, our proof of Theorems 1.1–1.3 will make use of the modified Hall–Littlewood polynomials, rather than the ordinary Hall–Littlewood polynomials. Through specialization, we arrive at \( P_\lambda \) evaluated at a geometric progression thanks to
\[
(2.5) \quad P_\lambda(1, q, q^2, \ldots; q^n) = P'_\lambda(1, q, \ldots, q^{n-1}; q^n),
\]
which readily follows from
\[
\phi_q^n\left(p_r(1, q, \ldots, q^{n-1})\right) = \frac{1 - q^{nr}}{1 - q^r} \cdot \frac{1}{1 - q^{nr}} = p_r(1, q, q^2, \ldots).
\]

From [45, 75] we may infer the following combinatorial formula for the modified Hall–Littlewood polynomials:
\[
Q'_\lambda(x; q) = \sum_{\lambda(\lambda) \leq n} \prod_{i=1}^{\lambda_1} \prod_{a=1}^n \frac{x_a^{\mu_i(\lambda_1) - \mu_{i+1}(\lambda_1)}}{q^{\mu_i(\lambda_1) - \mu_{i+1}(\lambda_1)}} \frac{1}{\mu_i(\lambda_1) - \mu_{i+1}(\lambda_1)} \frac{1}{\mu_i(\lambda_1) - \mu_{i+1}(\lambda_1)} \frac{1}{q},
\]
where the sum is over partitions \( 0 = \mu^{(n)} \subseteq \cdots \subseteq \mu^{(1)} \subseteq \mu^{(0)} = \lambda' \) and
\[
\binom{n}{m}_q = \begin{cases} 
\frac{(q)_n}{(q)_m(q)_{n-m}} & \text{if } m \in \{0, 1, \ldots, n\} \\
0 & \text{otherwise}
\end{cases}
\]
is the usual \( q \)-binomial coefficient. Therefore, by (2.1)–(2.5), we have obtained the following combinatorial description of the \( q \)-series we have assembled from the Hall–Littlewood polynomials.
Lemma 2.1. If $m$ and $n$ are positive integers, then

$$
\sum_{\lambda_1 \leq m} q^{(\sigma+1)|\lambda|} P_{2\lambda}(1, q, q^2, \ldots; q^n)
$$

(2.6)

$$
= \sum \prod_{i=1}^{2m} \left\{ \frac{q^{\frac{1}{2}(\sigma+1)\mu_i^{(0)}}}{(q^n;q^n)_{\mu_i^{(0)}-\mu_{i+1}^{(0)}}} \prod_{a=1}^{n} q^{\mu_i(a) + n(\mu_i^{(a-1)} - \mu_i^{(a)})} \left[ \frac{\mu_i^{(a-1)} - \mu_i^{(a)}}{\mu_i^{(a-1)} - \mu_i^{(a)}} q^n \right] \right\},
$$

where the sum on the right is over partitions $0 = \mu(0) \leq \cdots \leq \mu(1) \leq \mu(m)$ such that $\mu(0)'$ is even and $l(\mu(0)) \leq 2m$.

Lemma 2.1 may be used to express the sum sides of (1.7)–(1.12) combinatorially. Moreover, we have that (2.6) generalizes the sums in (1.1), (1.2), and (1.5). To see this, we note that the above simplifies for $n = 1$ to

$$
\sum_{\lambda_1 \leq m} q^{(\sigma+1)|\lambda|} P_{2\lambda}(1, q, q^2, \ldots; q) = \sum \prod_{i=1}^{2m} q^{\frac{1}{2}\mu_i(\mu_i+\sigma)}(q)_{\mu_i-\mu_{i+1}}
$$

summed on the right over partitions $\mu$ of length at most $2m$ whose conjugates are even. Such partitions are characterized by the restriction $\mu_2 = \mu_{2i-1} =: r_i$ so that we get

$$
\sum_{\lambda_1 \leq m} q^{(\sigma+1)|\lambda|} P_{2\lambda}(1, q, q^2, \ldots; q) = \sum_{r_1 \geq \cdots \geq r_m \geq 0} \prod_{i=1}^{m} q^{r_i(r_i+\sigma)}(q)_{r_i-r_{i+1}}
$$

in accordance with (1.5).

If instead we consider $m = 1$ and replace $\mu^{(j)}$ by $(r_j, s_j)$ for $j \geq 0$, we find

$$
\sum_{r=0}^{\infty} q^{(\sigma+1)r} P_{(2^r)}(1, q, q^2, \ldots; q^n)
$$

$$
= \sum \frac{q^{(\sigma+1)r_0}}{(q^n;q^n)_{r_0}} \prod_{j=1}^{n} q^{r_j+s_j+n(r_j-1-r_j)}(s_j-1) \left[ \frac{r_j-1-s_j}{r_j-1-r_j} q^n \right]^{s_j} q^n
$$

$$
= \left( \frac{q^{n+4}; q^{n+4}}{(q)_{\infty}} \right) \cdot \theta(q^{2-\sigma}; q^{n+4}),
$$

where the second sum is over $r_0, s_0, \ldots, r_{n-1}, s_{n-1}$ such that $r_0 = s_0$, and $r_n = s_n := 0$.

We conclude this section with a remark about Theorem 1.5. Due to the occurrence of the limit, the left-hand side does not take the form of the usual sum-side of a Rogers–Ramanujan-type identity. For special cases it is, however, possible to eliminate the limit. For example, for partitions of the form $(2^r)$ we found that

$$
P_{(2^r)}(1, q, q^2, \ldots; q^{2n+\delta}) = \sum_{r \geq 1 \geq \cdots \geq r_n \geq 0} \frac{q^{r_2-r_1 + \cdots + r_{n-r_1+1} + \cdots + r_n}}{(q)_{r_1} (q)_{r_2} \cdots (q)_{r_{n-1}-r_n} (q^{2-\delta}; q^{2-\delta})_{r_n}}
$$

(2.7)
for $\delta = 0, 1$. This turns the $m = 2$ case of Theorem 1.5 into
\[
\sum_{r_1 \geq \cdots \geq r_n \geq 0} q^{r_1^2 + \cdots + r_n^2 + r_1 + \cdots + r_n} = \frac{\left( q^{2n+2+\delta}; q^{2n+2+\delta} \right)_\infty}{\left( q \right)_\infty} \cdot \theta(q; q^{2n+2+\delta}).
\]
For $\delta = 1$ this is the $i = 1$ case of the Andrews–Gordon identity (1.5) (with $m$ replaced by $n$). For $\delta = 0$ it corresponds to the $i = 1$ case of (1.11). We do not know how to generalize (2.7) to arbitrary rectangular shapes.

3. Proof of Theorems 1.1–1.3

Here we prove Theorems 1.1–1.3. We begin by recalling key aspects of the classical works of Andrews and Watson which give hints of the generalizations we obtain.

3.1. The Watson–Andrews approach. In 1929 Watson proved the Rogers–Ramanujan identities (1.1) and (1.2) by first proving a new basic hypergeometric series transformation between a terminating balanced $4\phi_3$ series and a terminating very-well-poised $8\phi_7$ series

\[
\frac{(aq, aq/bc)_N}{(aq/b, aq/c)_N} \sum_{r=0}^{N} \frac{(b, c, aq/de, q^{-N})_r}{(q, aq/d, aq/e, bcq^{-N}/a)_r} q^r = \frac{\left( 1 - aq^{2r} \right)}{1 - a} \cdot \frac{(a, b, c, d, e, q^{-N})_r}{(q, aq/b, aq/c, aq/d, aq/e)_r} \cdot \frac{\left( a^2q^{N+2} \right)^r}{bcde}.
\]

Here $a, b, c, d, e$ are indeterminates, $N$ is a nonnegative integer and
\[
(a_1, \ldots, a_m)_k := (a_1, \ldots, q_m; q) = (a_1; q)_k \cdots (a_m; q)_k.
\]
By letting $b, c, d, e$ tend to infinity and taking the nonterminating limit $N \to \infty$, Watson arrived at what is known as the Rogers–Selberg identity \[68, 70\]

\[
\sum_{r=0}^{\infty} \frac{a^r q^{r^2}}{(q)_r} = \frac{1}{(aq)_\infty} \sum_{r=0}^{\infty} \frac{1 - aq^{2r}}{1 - a} \cdot \frac{(a)_r}{(q)_r} \cdot (-1)^r a^r q^{5(r^2)+2r}.
\]

For $a = 1$ or $a = q$ the sum on the right can be expressed in product-form by the Jacobi triple-product identity
\[
\sum_{r=-\infty}^{\infty} (-1)^r x^r q^{r^2} = (q)_\infty \cdot \theta(x; q),
\]
resulting in (1.1) and (1.2).

Almost 50 years after Watson’s work, Andrews showed that the Andrews–Gordon identities (1.5) for $i = 1$ and $i = m+1$ follow in a similar way from a multiple series generalization

\[\text{\footnote{Here and elsewhere in the paper we ignore questions of convergence. From an analytic point of view, the transition from (3.1) to (3.2) requires the use of the dominated convergence theorem, imposing the restriction $|q| < 1$ on the Rogers–Selberg identity. We however choose to view this identity as an identity between formal power series in $q$, in line with the combinatorial and representation-theoretic interpretations of Rogers–Ramanujan-type identities.}}\]
of (3.1) in which the \(8\phi_7\) series on the right is replaced by a terminating very-well-poised \(2m+6\phi_{2m+5}\) series depending on \(2m + 2\) parameters instead of \(b,c,d,e\) \[2\]. Again the key steps are to let all these parameters tend to infinity, to take the nonterminating limit, and to then express the \(a = 1\) or \(a = q\) instances of the resulting sum as a product by the Jacobi triple-product identity.

Recently, Bartlett and the third author obtained an analog of Andrews’ multiple series transformation for the \(C_n\) root system \[8, Theorem 4.2\]. Apart from the variables \((x_1, \ldots, x_n)\)—which play the role of \(a\) in (3.1), and are related to the underlying root system—the \(C_n\) Andrews transformation again contains \(2m + 2\) parameters. Unfortunately, simply following the Andrews–Watson procedure is no longer sufficient. In [62] Milne already obtained the \(C_n\) analogue of the Rogers–Selberg identity (3.2) (the \(m = 1\) case of (3.3) below) and considered specializations along the lines of Andrews and Watson. Only for \(C_2\) did this result in a Rogers–Ramanujan-type identity: the modulus 6 case of (1.10) mentioned previously.

The first two steps towards a proof of (1.7)–(1.12), however, are the same as those of Watson and Andrews: we let all \(2m + 2\) parameters in the \(C_n\) Andrews transformation tend to infinity and take the nonterminating limit. Then, as shown in [8], the right-hand side can be expressed in terms of modified Hall–Littlewood polynomials, resulting in the level-\(m\) \(C_n\) Rogers–Selberg identity

\[
\sum_{\lambda \lambda_1 \leq m} q^{\lambda_1} P_{2\lambda}(x; q) = L_m^{(0)}(x; q),
\]

where

\[
L_m^{(0)}(x; q) := \sum_{r \in \mathbb{Z}^n} \frac{\Delta_C(x q^r)}{\Delta_C(x)} \Pi_{i=1}^n x_i^{2(m+1)r_i} q^{(m+1)r_i^2 + n(r_i^2)} \prod_{i,j=1}^n (-x_i/x_j)^{r_i} (x_i x_j)^{r_i}. \]

Here we have that

\[
\Delta_C(x) := \Pi_{i=1}^n (1 - x_i^2) \Pi_{1 \leq i < j \leq n} (x_i - x_j) (x_i x_j - 1)
\]

is the \(C_n\) Vandermonde product, and \(f(xq^r)\) is shorthand for \(f(x_1q^{r_1}, \ldots, x_nq^{r_n})\).

Remark. As mentioned previously, (3.3) for \(m = 1\) is Milne’s \(C_n\) Rogers–Selberg formula [62, Corollary 2.21].

The strategy for the proofs of Theorems 1.1–1.3 is now simple to describe. By comparing the left-hand side of (3.3) with that of (1.7)–(1.10), it follows that we should make the simultaneous substitutions

\[
q \mapsto q^n, \quad x_i \mapsto q^{(n+\sigma+1)/2-i} \quad (1 \leq i \leq n).
\]
Then, by the homogeneity and symmetry of the (modified) Hall–Littlewood polynomials and \((2.5)\), we have

\[
\sum_{\lambda_1 \leq m} q^{\lambda} P'_{2\lambda}(x; q) \mapsto \sum_{\lambda_1 \leq m} q^{(\sigma+1)|\lambda|} P_{2\lambda}(1, q, q^2, \ldots; q^n).
\]

Therefore, we wish to carry out these maneuvers and prove that the resulting right-hand side can be described as a product of modified theta functions in the four families in the theorems. The problem we face is that making the substitutions \((3.4)\) in the right-hand side of \((3.3)\) and then writing the resulting \(q\)-series in product form is very difficult.

To get around this problem, we take a rather different route and (up to a small constant) first double the rank of the underlying \(C_n\) root system and then take a limit in which products of pairs of \(x\)-variables tend to one. To do so we require another result from \([8]\).

First we extend our earlier definition of the \(q\)-shifted factorial to

\[(a)_k = \frac{(a)_\infty}{(aq^k)_\infty}.\]

Importantly, we note that \(1/(q)_k = 0\) for \(k\) a negative integer. Then, for \(x = (x_1, \ldots, x_n)\), \(p\) an integer such that \(0 \leq p \leq n\) and \(r \in \mathbb{Z}^n\), we have

\[
L^{(p)}(\sigma; x) := \sum_{r \in \mathbb{Z}^n} \frac{\Delta_c(x^{2\sigma+1})}{\Delta_c(x^2)} \prod_{i=1}^n x_i^{2(m+p+1)r_i} q^{(m+1)r_i^2 + (n+p)r_i^2} \times \prod_{i=1}^n \prod_{j=p+1}^n \left(-\frac{x_i}{x_j}\right)^{r_i} \frac{(x_ix_j)^{r_i}}{(q x_i/x_j)^{r_i}}.
\]

Note that the summand of \(L_m^{(p)}(x; q)\) vanishes if one of \(r_{p+1}, \ldots, r_n < 0\).

The following key lemma will be crucial for our strategy to work.

**Lemma 3.1** ([8] Lemma A.1). For \(1 \leq p \leq n - 1\),

\[
\lim_{x_{p+1} \to x_p^{-1}} L^{(p-1)}_m(x; q) = L^{(p)}_m(x_1, \ldots, x_{p-1}, x_{p+1}, \ldots, x_n; q).
\]

This will be the key to the proof of all four generalized Rogers–Ramanujan identities, although the level of difficulty varies considerably from case to case. We begin with the simplest proof, that of Theorem 1.2 (i.e. equation \((1.9)\)).

### 3.2. Proof of Theorem 1.2

Here we carry out the strategy described in the previous section by making use of the \(C_n\) and \(B_n\) Weyl denominator formulas, and the \(D^{(2)}_{n+1}\) Macdonald identity.

**Proof of Theorem 1.2** By iterating \((3.7)\), we have

\[
\lim_{y_1 \to x_1^{-1}} \ldots \lim_{y_n \to x_n^{-1}} L^{(0)}_m(x_1, y_1, \ldots, x_n, y_n) = L^{(n)}_m(x_1, \ldots, x_n).
\]
Hence, after replacing \(x \mapsto (x_1, y_1, \ldots, x_n, y_n)\) in (3.3) (which corresponds to the doubling of the rank mentioned previously) and taking the \(y_i \to x_i^{-1}\) limit for \(1 \leq i \leq n\), we find

\[
\begin{align*}
\sum_{\lambda_1 \leq m} q^{\kappa r} P'_{2\lambda}(x^\pm; q) &= \frac{1}{(q)^\infty \prod_{i=1}^n \theta(x_i^2; q) \prod_{1 \leq i < j \leq n} \theta(x_i/x_j, x_ix_j; q)} \\
&\times \sum_{r \in \mathbb{Z}^n} \Delta_C(x q^r) \prod_{i=1}^n x_i^{\kappa r_i-i+1} q^{\frac{1}{2} \kappa r_i^2-2nr_i},
\end{align*}
\]

where \(\kappa = 2m+2n+2\) and \(f(x^\pm) = f(x_1, x_1^{-1}, \ldots, x_n, x_n^{-1})\). Next we make the simultaneous substitutions

\[
q \mapsto q^{2n}, \quad x_i \mapsto q^{n-i+1/2} =: \hat{x}_i \quad (1 \leq i \leq n),
\]

which corresponds to (3.4) with \((n, \sigma) \mapsto (2n, 0)\). By the identity

\[
(q^{2n}; q^{2n})^\infty \cdot \prod_{i=1}^n \theta(q^{2n-2i+1}; q^{2n}) \cdot \prod_{1 \leq i < j \leq n} \theta(q^{j-i}, q^{2n-i-j+1}; q^{2n}) = \frac{(q)^{n+1}}{(q^2; q^2)^\infty},
\]

and

\[
q^{2n|\lambda|} P'_{2\lambda}(q^{n-1/2}, q^{1/2-n}, \ldots, q^{1/2}, q^{-1/2}, q^{2n})
= q^{2n|\lambda|} P'_{2\lambda}(q^{1/2-n}, q^{3/2-n}, \ldots, q^{n-1/2}, q^{2n}) \quad \text{by symmetry}
= q^{2n|\lambda|} P'_{2\lambda}(1, q, \ldots, q^{2n-1}, q^{2n}) \quad \text{by homogeneity}
= q^{2n|\lambda|} P_{2\lambda}(1, q, q^2, \ldots; q^{2n})
\]

we obtain

\[
\sum_{\lambda_1 \leq m} q^{\kappa r} P_{2\lambda}(1, q, q^2, \ldots; q^{2n}) = \frac{(q^2; q^2)^\infty}{(q)^{n+1}} \mathcal{M},
\]

where

\[
\mathcal{M} := \sum_{r \in \mathbb{Z}^n} \Delta_C(\hat{x} q^{2nr}) \prod_{i=1}^n \hat{x}_i^{\kappa r_i-i+1} q^{nr_i^2-2n^2r_i}.
\]

We must express \(\mathcal{M}\) in product form. As a first step, we use the \(C_n\) Weyl denominator formula \([46, \text{Lemma 2}]\)

\[
\Delta_C(x) = \det_{1 \leq i, j \leq n} (x_i^{j-1} - x_i^{2n-j+1}),
\]

as well as multilinearity, to write \(\mathcal{M}\) as

\[
\mathcal{M} = \det_{1 \leq i, j \leq n} \left( \sum_{r \in \mathbb{Z}} \hat{x}_i^{\kappa r-i+1} q^{nr_i^2-2n^2r} ((\hat{x}_i q^{2nr})^{j-1} - (\hat{x}_i q^{2nr})^{2n-j+1}) \right).
\]
We now replace \((i, j) \mapsto (n - j + 1, n - i + 1)\) and, viewing the resulting determinant as being of the form \(\det \left( \sum_r u_{ij,r} - \sum_r v_{ij,r} \right)\), we change the summation index \(r \mapsto -r - 1\) in the sum over \(v_{ij,r}\). Then we find that

\[
\mathcal{M} = \det_{1 \leq i,j \leq n} \left( q^{a_{ij}} \sum_{r \in \mathbb{Z}} b_i^{2nr-i+1} q^{2n\kappa(\frac{r}{2}) + \frac{1}{2}nr} \left( y_i q^{\kappa r} j^1 - (y_i q^{\kappa r})^{2n-r-j} \right) \right),
\]

where \(y_i = q^{\kappa/2-i}\) and \(a_{ij} = j^2 - i^2 + (i - j)(\kappa + 1)/2\). Since the factor \(q^{a_{ij}}\) does not contribute to the determinant, we can apply the \(B_n\) Weyl denominator formula \([46]\)

\[
\det_{1 \leq i,j \leq n} \left( x_i^{j-1} - x_i^{2n-j} \right) = \prod_{i=1}^n (1 - x_i) \prod_{1 \leq i < j \leq n} (x_i - x_j)(x_i x_j - 1) =: \Delta_B(x)
\]

to obtain

\[
\mathcal{M} = \sum_{r \in \mathbb{Z}^n} \Delta_B(y q^{\kappa r}) \prod_{i=1}^n y_i^{2nr_i - i + 1} q^{2n\kappa(\frac{r_i}{2}) + \frac{1}{2}nr_i}.
\]

By the \(D_n^{(2)}\) Macdonald identity \([58]\)

\[
\sum_{r \in \mathbb{Z}^n} \Delta_B(x q^r) \cdot x_i^{2nr_i - i + 1} q^{2n\kappa(\frac{r_i}{2}) + \frac{1}{2}r_i} = (q^{1/2}; q^{1/2})_{\infty} q^{-\frac{n-1}{2}} \prod_{i=1}^n \theta(x_i; q^{1/2})_{\infty} \prod_{1 \leq i < j \leq n} \theta(x_i x_j, x_i x_j; q)
\]

with \((q, x) \mapsto (q^\kappa, y)\), we obtain

\[
\mathcal{M} = (q^{\kappa/2}; q^{\kappa/2})_{\infty} (q^{\kappa}; q^{\kappa})_{\infty}^{-\frac{n-1}{2}} \prod_{i=1}^n \theta(q^i; q^{\kappa/2}) \prod_{1 \leq i < j \leq n} \theta(q^{j-i}, q^{i+j}; q^\kappa),
\]

where we have also used the simple symmetry \(\theta(q^{a-b}; q^a) = \theta(q^b; q^a)\). Substituting (3.15) into (3.10) proves the first equality of (1.9).

Establishing the second equality is a straightforward exercise in manipulating infinite products, and we omit the details.

There is a somewhat different approach to (1.9) based on the representation theory of the affine Kac–Moody algebra \(C_n^{(1)}\) \([43]\). Let \(I = \{0, 1, \ldots, n\}\), and \(\alpha_i, \alpha_i^\vee\) and \(\Lambda_i\) for \(i \in I\) the simple roots, simple coroots and fundamental weights of \(C_n^{(1)}\). Let \(\langle \cdot, \cdot \rangle\) denote the usual pairing between the Cartan subalgebra \(\mathfrak{h}\) and its dual \(\mathfrak{h}^*\), so that \(\langle \Lambda_i, \alpha_j^\vee \rangle = \delta_{ij}\).

Finally, let \(V(\Lambda)\) be the integrable highest-weight module of \(C_n^{(1)}\) of highest weight \(\Lambda\) with character \(\text{ch} V(\Lambda)\).

The homomorphism

\[
F_1 : \mathbb{C}[e^{-\alpha_0}, \ldots, e^{-\alpha_n}] \to \mathbb{C}[q], \quad F_1(e^{-\alpha_i}) = q \quad \text{for all} \ i \in I
\]
is known as principal specialization \cite{49}. Subject to this specialization, \( chV(\Lambda) \) admits a simple product form as follows. Let \( \rho \) be the Weyl vector (that is \( \langle \rho, \alpha_i^\vee \rangle = 1 \) for \( i \in I \)) and \( \text{mult}(\alpha) \) the multiplicity of \( \alpha \). Then \cite{12, 50} we have

\[
F_1(e^{-\Lambda} \text{ch}V(\Lambda)) = \prod_{\alpha \in \Delta_+^N} \left( \frac{1 - q^{\langle \Lambda + \rho, \alpha \rangle}}{1 - q^{\langle \rho, \alpha \rangle}} \right)^{\text{mult}(\alpha)},
\]

where \( \Delta_+^N \) is the set of positive coroots. This result, which is valid for all types \( X_N \), can be rewritten in terms of theta functions. Assuming \( C^{(1)} \) and setting

\[
\Lambda = (\lambda_0 - \lambda_1)\Lambda_0 + (\lambda_1 - \lambda_2)\Lambda_1 + \cdots + (\lambda_{n-1} - \lambda_n)\Lambda_{n-1} + \lambda_n\Lambda_n,
\]

for \( \lambda = (\lambda_0, \lambda_1, \ldots, \lambda_n) \) a partition, this rewriting takes the form

\[
F_1(e^{-\Lambda} \text{ch}V(\Lambda)) = \frac{(q^2; q^2)_\infty(q^{\kappa/2}; q^{\kappa/2})_\infty(q^\kappa; q^\kappa)^{n-1}_\infty}{(q; q)^{n+1}_\infty} 
\times \prod_{i=1}^{n} \theta(q^{\lambda_i + n - i + 1}; q^{\kappa/2}) \prod_{1 \leq i < j \leq n} \theta(q^{\lambda_i - \lambda_j - i + j}; q^{\kappa}),
\]

where \( \kappa = 2n + 2\lambda_0 + 2 \).

The earlier product form now arises by recognizing (see e.g., \cite{5} Lemma 2.1) the right-hand side of \eqref{eq:3.8} as

\[
e^{-m\Lambda_0} \text{ch}V(m\Lambda_0)
\]

upon the identification

\[
q = e^{-\alpha_0 - 2\alpha_1 - \cdots - \alpha_{n-1} - \alpha_n} \quad \text{and} \quad x_i = e^{-\alpha_i - \cdots - \alpha_{n-1} - \alpha_n/2} \quad (1 \leq i \leq n).
\]

Since \eqref{eq:3.9} corresponds exactly to the principal specialization \eqref{eq:3.16}, it follows from \eqref{eq:3.18} with \( \lambda = (m, 0^n) \), that

\[
F_1(e^{-m\Lambda_0} \text{ch}V(m\Lambda_0)) = \frac{(q^2; q^2)_\infty(q^{\kappa/2}; q^{\kappa/2})_\infty(q^\kappa; q^\kappa)^{n-1}_\infty}{(q; q)^{n+1}_\infty} 
\times \prod_{i=1}^{n} \theta(q^{n - i + 1}; q^{\kappa/2}) \prod_{1 \leq i < j \leq n} \theta(q^{j-i}; q^{j+i}; q^\kappa).
\]

We should remark that this representation-theoretic approach is not essentially different from our earlier \( q \)-series proof. Indeed, the principal specialization formula \eqref{eq:3.18} itself is an immediate consequence of the \( D_{n+1}^{(2)} \) Macdonald identity, and if, instead of the right-hand side of \eqref{eq:3.8}, we consider the more general

\[
e^{-\Lambda} \text{ch}V(\Lambda) = \frac{1}{(q)^n \prod_{i=1}^{n} \theta(x^2_i; q) \prod_{1 \leq i < j \leq n} \theta(x_i/x_j, x_i x_j; q)} 
\times \sum_{r \in \mathbb{Z}^n} \det \left( (x_i q^{\tau_i})^{j-\lambda_i-1} - (x_i q^{\tau_i})^{2n-j+\lambda_i+1} \right) \prod_{i=1}^{n} x_i^{r_i + \lambda_i - i + 1} q^{1/2 r_i^2 - n r_i}.
\]
for $\kappa = 2n + 2\lambda_0 + 2$, then all of the steps carried out between (3.8) and (3.15) carry over to this more general setting. The only notable changes are that (3.12) generalizes to

$$\mathcal{M} = \det_{1 \leq i, j \leq n} \left( \sum_{r \in \mathbb{Z}} x_i^{\kappa r + \lambda_i - i + 1} q^{n \kappa r^2 - 2n^2 r} \cdot \left( \hat{x}_i q^{2n r} j - \lambda_i - 1 - (\hat{x}_i q^{2n r})^{2n - j + \lambda_i + 1} \right) \right),$$

and that in (3.13) we have to redefine $y_i$ as $q^{\kappa/2 - \lambda_n - i + 1}$, and $a_{i j}$ as

$$j^2 - i^2 + (i - j)(\kappa + 1)/2 + (j - 1/2)\lambda_n + 1 - (i - 1/2)\lambda_n - i + 1.$$

### 3.3. Proof of Theorem 1.1 (1.7a)

Here we prove (1.7a) by making use of the $B_n^{(1)}$ Macdonald identity.

**Proof of Theorem 1.1 (1.7a).** Again we iterate (3.7), but this time the variable $x_n$, remains unpaired:

$$\lim_{y_1 \to x_1^{-1}} \ldots \lim_{y_{n-1} \to x_{n-1}^{-1}} L_m^{(0)}(x_1, y_1, \ldots, x_{n-1}, y_{n-1}, x_n) = L_m^{(n-1)}(x_1, \ldots, x_n).$$

Therefore, if we replace $x \mapsto (x_1, y_1, \ldots, x_{n-1}, y_{n-1}, x_n)$ in (3.3) (changing the rank from $n$ to $2n - 1$) and take the $y_i \to x_i^{-1}$ limit for $1 \leq i \leq n - 1$, we obtain

$$(3.19) \quad \sum_{\lambda_1 \leq m} q^{\lambda} P^{(n)}_{2\lambda}(x_1^+, \ldots, x_{n-1}^+, x_n^+; q)$$

$$= \frac{1}{(q)_{\infty}^{n-1}(q x_n^2)_{\infty} \prod_{i=1}^{n-1} (q x_i^+ x_n, q x_i^2)_{\infty} \prod_{1 \leq i < j \leq n-1} (q x_i^+ x_j^+)^{\infty}} \times \sum_{r \in \mathbb{Z}^n} \frac{\Delta_C(x q^r)}{\Delta_C(x)} \prod_{i=1}^{n} \left( \frac{-x_i^r}{x_n^r} \right)^{\gamma_i} q^{\frac{1}{2}\kappa r^2 - \frac{1}{2}(2n-1)r} \frac{(x_i x_n)_{\gamma_i}}{(q x_i / x_n)_{\gamma_i}},$$

where $\kappa = 2m + 2n + 1$, $(ax_i^+)_{\infty} := (ax_i)_{\infty} (a x_i^{-1})_{\infty}$ and

$$(ax_i^+ x_j^+)^{\infty} := (ax_i x_j)_{\infty} (a x_i^{-1} x_j)_{\infty} (a x_i x_j^{-1})_{\infty} (a x_i^{-1} x_j^{-1})_{\infty}.$$

Recalling the comment immediately after (3.6), the summand of (3.19) vanishes unless $r_n \geq 0$.

Let $\hat{x} := (-x_1, \ldots, -x_{n-1}, -1)$ and

$$(3.20) \quad \phi_r = \begin{cases} 1 & \text{if } r = 0 \\ 2 & \text{if } r = 1, 2, \ldots. \end{cases}$$

Letting $x_n$ tend to 1 in (3.19), and using

$$\lim_{x_n \to 1} \frac{\Delta_C(x q^r)}{\Delta_C(x)} \prod_{i=1}^{n} \frac{(x_i x_n)_{\gamma_i}}{(q x_i / x_n)_{\gamma_i}} = \phi_{r_n} \frac{\Delta_B(\hat{x} q^r)}{\Delta_B(\hat{x})},$$
we find that
\[ \sum_{\lambda_1 \leq m} q^{\lambda} P_{2\lambda}(x_1^\pm, \ldots, x_{n-1}^\pm, 1; q) \]
\[ = \frac{1}{(q)_\infty \prod_{i=1}^{n-1} (q x_i^\pm, q x_i^\pm)_{\infty} \prod_{1 \leq i < j \leq n-1} (q x_i^\pm x_j^\pm)_{\infty}} \]
\[ \times \sum_{r_1, \ldots, r_{n-1} = -\infty}^{\infty} \sum_{r_n = 0}^{\infty} \phi_{r_n} \frac{\Delta_B(\hat{x} q^{r})}{\Delta_B(\hat{x})} \prod_{i=1}^{n} \hat{x}_i^{kr_i} q^{\frac{1}{2}kr_i^2 - \frac{1}{2}(2n-1)r_i}. \]

It is easily checked that the summand on the right (without the factor \( \phi_{r_n} \)) is invariant under the variable change \( r_n \mapsto -r_n \). Using the elementary relations
\[ \theta(-1; q) = 2(-q)_\infty^2, \quad (-q)_\infty (q; q^2)_\infty = 1, \quad \theta(z, -z; q) \theta(qz^2; q^2) = \theta(z^2), \]
we can then simplify the above to obtain
\[ \sum_{\lambda_1 \leq m} q^{\lambda} P_{2\lambda}(x_1^\pm, \ldots, x_{n-1}^\pm, 1; q) \]
\[ = \frac{1}{(q)_\infty \prod_{i=1}^{n} \theta(\hat{x}_i; q) \theta(q \hat{x}_i^2; q^2) \prod_{1 \leq i < j \leq n} \theta(\hat{x}_i/\hat{x}_j, \hat{x}_i \hat{x}_j; q)} \]
\[ \times \sum_{r \in \mathbb{Z}^n} \Delta_B(\hat{x} q^{r}) \prod_{i=1}^{n} \hat{x}_i^{kr_i + 1} q^{\frac{1}{2}kr_i^2 - \frac{1}{2}(2n-1)r_i}. \]

The remainder of the proof is similar to that of (1.9). We make the simultaneous substitutions
\[ q \mapsto q^{2n-1}, \quad x_i \mapsto q^{n-i} \quad (1 \leq i \leq n), \]
so that from here on \( \hat{x}_i := -q^{n-i} \). By the identity
\[ (q^{2n-1}, q^{2n-1})_{\infty} \prod_{i=1}^{n} \theta(-q^{n-i}; q^{2n-1}) \theta(q^{2n-2i+1}; q^{4n-2}) \]
\[ \times \prod_{1 \leq i < j \leq n} \theta(q^{j-i}; q^{2n-i-j}; q^{2n-1}) = 2(q)_\infty^n \]
and (2.5), we find that
\[ \sum_{\lambda_1 \leq m} q^{\lambda} P_{2\lambda}(1, q, q^2, \ldots; q^{2n-1}) = \frac{\mathcal{M}}{2(q)_\infty^n}, \]
where we have that
\[ \mathcal{M} := \sum_{r \in \mathbb{Z}^n} \Delta_B(\hat{x} q^{(2n-1)r}) \prod_{i=1}^{n} \hat{x}_i^{kr_i + 1} q^{\frac{1}{2}(2n-1)kr_i^2 - \frac{1}{2}(2n-1)^2r_i}. \]
By (3.14) and multilinearity, \( \mathcal{M} \) can be rewritten in the form
\[
\mathcal{M} = \det_{1 \leq i,j \leq n} \left( \sum_{r \in \mathbb{Z}} \hat{x}_i^{\kappa r - i + 1} q^{\frac{1}{2}(2\kappa r - 1)(2n - 1)^2} \left( (\hat{x}_i q^{(2n - 1)r})^{j - 1} - (\hat{x}_i q^{(2n - 1)r})^{2n - j} \right) \right).
\]

Following the same steps that led from (3.12) to (3.13), we obtain
\[
(3.24) \quad \mathcal{M} = \det_{1 \leq i,j \leq n} \left( \sum_{r \in \mathbb{Z}} (-1)^{i - j} q^{b_{ij}} \sum_{r \in \mathbb{Z}} (-1)^r y_i^{(2n - 1)r - i + 1} q^{(2n - 1)\kappa r} \right)
\times \left( (y_i q^{\kappa r})^{j - 1} - (y_i q^{\kappa r})^{2n - j} \right),
\]
where
\[
(3.25) \quad y_i = q^{\frac{1}{2}(\kappa + 1) - i} \quad \text{and} \quad b_{ij} := j^2 - i^2 + \frac{1}{2}(i - j)(\kappa + 3).
\]

Again, the factor \((-1)^{i - j} q^{b_{ij}}\) does not contribute, and so (3.14) then gives
\[
\mathcal{M} = \sum_{r \in \mathbb{Z}^n} \Delta_B (y_i q^{\kappa r}) \prod_{i=1}^{n} (-1)^r y_i^{(2n - 1)r - i + 1} q^{(2n - 1)\kappa r}.
\]

To complete the proof, we apply the following variant of the \(B_n^{(1)}\) Macdonald identity\(^5\)
\[
(3.26) \quad \sum_{r \in \mathbb{Z}^n} \Delta_B (x q^r) \prod_{i=1}^{n} (-1)^r x_i^{(2n - 1)r - i + 1} q^{(2n - 1)\kappa r} = 2\left( q \right)_\infty \prod_{i=1}^{n} \theta(x_i; q) \prod_{1 \leq i < j \leq n} \theta(x_i / x_j, x_i x_j; q),
\]
with \((q, x) \mapsto (q^\kappa, y)\).

Identity (1.7a) can be understood representation-theoretically, but this time the relevant Kac–Moody algebra is \(A_{2n}^{(2)}\). According to [8, Lemma 2.3] the right-hand side of (3.22), with \(\hat{x}\) interpreted (not as \(\hat{x} = (-x_1, \ldots, -x_{n-1}, -1)\)) as
\[
\hat{x}_i = e^{-\alpha_0 - \cdots - \alpha_{n-1}} \quad (1 \leq i \leq n)
\]
and \(q\) as
\[
q = e^{-2\alpha_0 - \cdots - 2\alpha_{n-1} - \alpha_n},
\]
is the \(A_{2n}^{(2)}\) character
\[
e^{-m\Lambda_n} \text{ch} V(m\Lambda_n).
\]

\(^5\)The actual \(B_n^{(1)}\) Macdonald identity has the restriction \(|r| \equiv 0 \pmod{2}\) in the sum over \(r \in \mathbb{Z}^n\), which eliminates the factor 2 on the right. To prove the form used here it suffices to take the \(a_1, \ldots, a_{2n-1} \to 0\) and \(a_{2n} \to -1\) limit in Gustafson’s multiple \(\psi\) summation for the affine root system \(A_{2n-1}^{(2)}\), see [38].
The substitution (3.23) corresponds to

\[ e^{-\alpha_0} \mapsto -1 \quad \text{and} \quad e^{-\alpha_i} \mapsto q \quad (1 \leq i \leq n). \]

Denoting this by \( F \), we have the general specialization formula

\[ F(e^{-\Lambda} \text{ch} V(\Lambda)) = \frac{(q^\kappa; q^\kappa)_\infty}{(q)_\infty} \prod_{i=1}^n \theta(q^{\lambda_0 - \lambda_i}; q^\kappa) \prod_{1 \leq i < j \leq n} \theta(q^{\lambda_i - \lambda_j - i + j}; q^\kappa) \prod_{1 \leq i < j \leq n} \theta(q^{\lambda_i + \lambda_j - i - j + 2n + 1}; q^\kappa), \]

where \( \kappa = 2n + 2\lambda_0 + 1 \) and

\[ \Lambda = 2\lambda_n \Lambda_0 + (\lambda_{n-1} - \lambda_n) \Lambda_1 + \cdots + (\lambda_1 - \lambda_2) \Lambda_{n-1} + (\lambda_0 - \lambda_1) \Lambda_n \]

for \( \lambda = (\lambda_0, \lambda_1, \ldots, \lambda_n) \) a partition. If we let \( \lambda = (m, 0^n) \) (so that \( \Lambda = m\Lambda_n \)), then this is in accordance with (1.7a).

3.4. Proof of Theorem 1.1 (1.7b). Here we prove the companion result to (1.7a).

**Proof of Theorem 1.1 (1.7b).** In (3.19) we set \( x_n = q^{1/2} \) so that

\[
\sum_{\lambda_1 \leq m} q^{\lambda_1} P_{2\lambda}(x_1^\pm, \ldots, x_{n-1}^\pm, q^{1/2}; q)
\]

\[
= \frac{1}{(q)_\infty (q^2)^{n-1}} \prod_{i=1}^{n-2} (q^{3/2} x_i^\pm, q^{x_i^\pm})_\infty \prod_{1 \leq i < j \leq n-1} (qx_i^\pm x_j^\pm)_\infty \times \sum_{r_1, \ldots, r_{n-1} = -\infty}^{\infty} \sum_{r_n = 0}^{\infty} \frac{\Delta C(\hat{x}q^r)}{\Delta C(\hat{x})} \prod_{i=1}^n (-1)^{r_i} \hat{x}^{\kappa r_i} q^{1/2 \kappa r_i^2 - nr_i},
\]

where \( \kappa = 2m + 2n + 1 \) and \( \hat{x} = (x_1, \ldots, x_{n-1}, q^{1/2}) \). The \( r_n \)-dependent part of the summand is

\[
(-1)^{r_n} q^{k(r_{n+1}) - nr_n} \frac{1 - q^{2r_n+1}}{1 - q} \prod_{i=1}^{n-1} \frac{x_i q^{r_i} - q^{r_n+1/2}}{x_i - q^{1/2}} \cdot \frac{x_i q^{r_n+1/2} - 1}{x_i q^{1/2} - 1},
\]

which is readily checked to be invariant under the substitution \( r_n \mapsto -r_n - 1 \). Hence

\[
\sum_{\lambda_1 \leq m} q^{\lambda_1} P_{2\lambda}(x_1^\pm, \ldots, x_{n-1}^\pm, q^{1/2}; q)
\]

\[
= \frac{1}{2(q)_\infty \prod_{i=1}^{n-1} (-1) \theta(q^{1/2} x_i, x_i^2; q) \prod_{1 \leq i < j \leq n-1} \theta(x_i/x_j, x_i x_j; q)} \times \sum_{r \in \mathbb{Z}^n} \Delta C(\hat{x}q^r) \prod_{i=1}^n (-1)^{r_i} \hat{x}^{\kappa r_i} q^{1/2 \kappa r_i^2 - nr_i + 1/2}.
\]
Our next step is to replace $x_i \mapsto x_{n-i+1}$ and $r_i \mapsto r_{n-i+1}$. By $\theta(x; q) = -x\theta(x^{-1}; q)$ and (3.21), this leads to

$$
\sum_{\lambda_1 \leq m} q^{\lambda} P_{2\lambda}(q^{1/2}, x_1, x_2, \ldots, x_n; q)
= \frac{1}{(q)_\infty \prod_{i=1}^n \theta(-q^{1/2}x_i; q)\theta(x_i^2; q^2)\prod_{1 \leq i < j \leq n} \theta(x_i/x_j, \hat{x}_i\hat{x}_j; q)}
\times \sum_{r \in \mathbb{Z}^n} \Delta_C(\hat{x}^r)(-1)^r \hat{x}^r_{i}^{\kappa r_i - i + 1} q^2 \hat{x}^r_{i}^{\kappa r_i - 2n r_i},
$$

where now $\hat{x} = (q^{1/2}, x_2, \ldots, x_n)$. Again we are at the point where we can specialize, letting

$$
q \mapsto q^{2n-1}, \quad x_i \mapsto q^{n-i+1/2} =: \hat{x}_i \quad (1 \leq i \leq n).
$$

This is consistent, since $x_1 = q^{1/2} \mapsto q^{n-1/2}$. By the identity

$$
(q^{2n-1}, q^{2n-1})_\infty \prod_{i=1}^n \theta(-q^{2n-i}; q^{2n-1})\theta(q^{2n-2i+1}; q^{4n-2})
\times \prod_{1 \leq i < j \leq n} \theta(q^{j-i}, q^{2n-i-j+1}; q^{2n-1}) = 2(q)_\infty^n,
$$

we obtain

$$
\sum_{\lambda_1 \leq m} q^{2\lambda} P_{2\lambda}(1, q, q^2, \ldots; q^{2n-1}) = \frac{\mathcal{M}}{2(q)_\infty^n},
$$

where

$$
\mathcal{M} := \sum_{r \in \mathbb{Z}^n} \Delta_C(\hat{x}^r_\infty^{(2n-1)}) \prod_{i=1}^n (-1)^r \hat{x}^r_i^{\kappa r_i - i + 1} q^2 (2n-1) \kappa r_i^2 - (2n-1) nr_i.
$$

Expressing $\mathcal{M}$ in determinantal form using (3.11) yields

$$
\mathcal{M} = \det_{1 \leq i, j \leq n} \left( \sum_{r \in \mathbb{Z}} (-1)^r \hat{x}^r_i^{\kappa r - i + 1} q^2 (2n-1) \kappa r^2 - (2n-1) nr \right.
\times \left. \left( (\hat{x}^r_i q^{2n-1})^{j-1} - (\hat{x}^r_i q^{2n-1})^{2n-j+1} \right) \right).
$$

We now replace $(i, j) \mapsto (j, i)$ and, viewing the resulting determinant as of the form $\det \left( \sum_r u_{ij, r} - \sum_r v_{ij, r} \right)$, we change the summation index $r \mapsto -r$ in the sum over $u_{ij, r}$.

The expression for $\mathcal{M}$ we obtain is exactly (3.24) except that $(-1)^{i-j} q^{y_{ij}}$ is replaced by $q^{x_{ij}}$ and $y_i$ is given by $q^{n+i-1}$ instead of $q^{(k+1)/2 - i}$. Following the previous proof results in (1.7b).
To interpret (1.7b) in terms of $A_{2n}^{(2)}$, we note that by [8, Lemma 2.2] the right-hand side of (3.30) in which $x$ is interpreted as

$$\hat{x}_i = -q^{1/2}e^{a_0 + \cdots + a_{i-1}} \quad (1 \leq i \leq n)$$

(and $q$ again as (3.27)) corresponds to the $A_{2n}^{(2)}$ character

$$e^{-2m\Lambda_0} \operatorname{ch} V(2m\Lambda_0).$$

The specialization (3.31) is then again consistent with (3.28). From (3.29) with $\lambda = (m^{n+1})$, the first product-form on the right of (1.7b) immediately follows. By level-rank duality, we can also identify (1.7b) as a specialization of the $A_{2n}^{(2)}$ character $e^{-2n\Lambda_0} \operatorname{ch} V(2n\Lambda_0)$.

3.5. **Proof of Theorem 1.3**. This proof, which uses the $D_n^{(1)}$ Macdonald identity, is the most complicated of the four.

**Proof of Theorem 1.3**. Once again we iterate (3.7), but now both $x_{n-1}$ and $x_n$ remain unpaired:

$$\lim_{y_1 \rightarrow x_i^{-1}} \cdots \lim_{y_{n-2} \rightarrow x_{n-2}^{-1}} L_m^{(0)}(x_1, y_1, \ldots, x_{n-2}, y_{n-2}, x_n) = L_m^{(n-2)}(x_1, \ldots, x_n).$$

Accordingly, if we replace $x \mapsto (x_1, y_1, \ldots, x_{n-2}, y_{n-2}, x_{n-1}, x_n)$ in (3.3) (thereby changing the rank from $n$ to $2n - 2$) and take the $y_i \rightarrow x_i^{-1}$ limit, for $1 \leq i \leq n - 2$, we obtain

$$\sum_{\lambda_1 \leq m} q^{\lfloor |\lambda|/2 \rfloor} p_{2\lambda}^{(1)}(x_1^+, \ldots, x_{n-2}^+, x_{n-1}, x_n; q)$$

$$= \frac{1}{(q)_{\infty}^{n-2}(qx_{n-1}^2, qx_{n-1}x_n, q x_n^2)^{\infty}}$$

$$\times \prod_{i=1}^{n-2} (qx_i^{\pm 2}, qx_i^\pm x_{n-1}, qx_i^\pm x_n) \prod_{1 \leq i < j \leq n - 2} (qx_i^\pm x_j^\pm)^{\infty}$$

$$\times \sum_{r \in \mathbb{Z}^n} \frac{\Delta C(xq^r)}{\Delta C(x)} \prod_{i=1}^{n} \left( \frac{x_i^\kappa}{x_{n-1}^+ x_n} \right)^{r_i} q^{1/2} \kappa r_i^2 - (n-1)r_i \frac{(x_{n-1} x_n r_i)}{(qx_i^+/x_{n-1}^+, qx_i/x_n)^{r_i}},$$

where $\kappa = 2m + 2n$. It is important to note that the summand vanishes unless $r_{n-1}$ and $r_n$ are both nonnegative. Next we let $(x_{n-1}, x_n)$ tend to $(q^{1/2}, 1)$ using

$$\lim_{(x_{n-1}, x_n) \rightarrow (q^{1/2}, 1)} \frac{\Delta C(xq^r)}{\Delta C(x)} \prod_{i=1}^{n} \frac{(x_{n-1} x_n r_i)}{(qx_i^+/x_{n-1}^+, qx_i/x_n)^{r_i}} = \frac{\phi_{r_n}}{\phi_{r_n}} \frac{\Delta B(\hat{x}q^r)}{\Delta B(\hat{x})},$$
with \( \phi_r \) as in (3.20) and \( \hat{x} := (-x_1, \ldots, -x_{n-2}, -q^{1/2}, -1) \). Hence we find that
\[
\sum_{\lambda_1 \leq m} q^{\lambda_1} P_{2\lambda}(x_1^\pm, \ldots, x_{n-2}^\pm, q^{1/2}, 1; q) \equiv \frac{1}{(q)_{\infty}^{n-1}(q^{1/2}; q^{1/2})_\infty \prod_{i=1}^{n-2} (x_i^\pm; q^{1/2})_\infty (q x_i^\pm; q^{1/2})_\infty \prod_{1 \leq i < j \leq n-2} (x_i^\pm x_j^\pm; q^{1/2})_\infty} \times \sum_{r \in \mathbb{Z}_n} \sum_{r_n = -\infty}^{\infty} \phi_{r_n} \frac{\Delta_B(\hat{x} q^r)}{\Delta_B(\hat{x})} \prod_{i=1}^{n} \hat{x}_i^{\kappa r_i - 1 + 1} q^{1/2} \kappa r_i^2 - \frac{1}{2} (2n-1) r_i.
\]
Since the summand (without the factor \( \phi_{r_n} \)) is invariant under the variable change \( r_n \mapsto -r_n \), as well as the change \( r_{n-1} \mapsto -r_{n-1} - 1 \), we can rewrite this as
\[
\sum_{\lambda_1 \leq m} q^{\lambda_1} P_{2\lambda}(x_1^\pm, \ldots, x_{n-2}^\pm, q^{1/2}, 1; q) \equiv \frac{1}{(q)_{\infty}^{n-1}(q^{1/2}; q^{1/2})_\infty \prod_{i=1}^{n-2} (\hat{x}_i; q^{1/2})_\infty \prod_{1 \leq i < j \leq n} \theta(\hat{x}_i / \hat{x}_j)} \times \sum_{r \in \mathbb{Z}_n} \Delta_B(\hat{x} q^r) \prod_{i=1}^{n} \hat{x}_i^{\kappa r_i - 1 + 1} q^{1/2} \kappa r_i^2 - \frac{1}{2} (2n-1) r_i,
\]
where, once again, we have used (3.21) to clean up the infinite products. Before we can carry out the usual specialization, we need to relabel \( x_1, \ldots, x_{n-2} \) as \( x_2, \ldots, x_{n-1} \) and, accordingly, we redefine \( \hat{x} \) as \((-q^{1/2}, -x_2, \ldots, -x_{n-1}, -1)\). For \( n \geq 2 \), we then find that
\[
(3.32) \quad \sum_{\lambda_1 \leq m} q^{\lambda_1} P_{2\lambda}(q^{1/2}, x_2^\pm, \ldots, x_{n-1}^\pm, 1; q) \equiv \frac{1}{(q)_{\infty}^{n-1}(q^{1/2}; q^{1/2})_\infty \prod_{i=1}^{n-2} (\hat{x}_i; q^{1/2})_\infty \prod_{1 \leq i < j \leq n} \theta(\hat{x}_i / \hat{x}_j, \hat{x}_i \hat{x}_j)} \times \sum_{r \in \mathbb{Z}_n} \Delta_B(\hat{x} q^r) \prod_{i=1}^{n} \hat{x}_i^{\kappa r_i - 1 + 1} q^{1/2} \kappa r_i^2 - \frac{1}{2} (2n-1) r_i.
\]
We are now ready to make the substitutions
\[
(3.33) \quad q \mapsto q^{2n-2}, \quad x_i \mapsto q^{n-i} \quad (2 \leq i \leq n-1),
\]
so that \( \hat{x}_i := -q^{n-i} \) for \( 1 \leq i \leq n \). By the identity
\[
(q^{2n-2}, q^{2n-2})_{\infty}^{n-1} (q^{n-1}; q^{n-1})_\infty \prod_{i=1}^{n} \theta(-q^{n-i}; q^{n-1}) \times \prod_{1 \leq i < j \leq n} \theta(q^{j-i}, q^{2n-i-j}; q^{2n-2}) = 4(q^{2}; q^{2})_\infty (q)^{n-1}
\]
and \((2.5)\), we obtain
\[
\sum_{\lambda_1 \leq m} q^{2|\lambda|} P_{2\lambda}(1, q, q^2, \ldots; q^{2n-3}) = \frac{\mathcal{M}}{4(q^2; q^2)_\infty (q)_\infty^{n-1}},
\]
where \(\mathcal{M}\) is given by
\[
\mathcal{M} := \sum_{r \in \mathbb{Z}^n} \Delta_B(\hat{x} q^{2(n-1)r}) \prod_{i=1}^{n} \hat{x}_i^{\kappa_{r_1-i+1} q^{(n-1)\kappa_r^2 - (n-1)(2n-1)r_i}}.
\]
By the \(B_n\) determinant \((3.14)\), we find that
\[
\mathcal{M} = \det_{1 \leq i, j \leq n} \left( \sum_{r \in \mathbb{Z}} \hat{x}_i^{\kappa_{r-i+1} q^{(n-1)\kappa_r^2 - (n-1)(2n-1)r_i}} \cdot \left( (\hat{x}_i q^{2(n-1)r})^{j-1} - (\hat{x}_i q^{2(n-1)r})^{2n-j} \right) \right).
\]
By the same substitutions that transformed \((3.12)\) into \((3.13)\), we obtain
\[
\mathcal{M} = \det_{1 \leq i, j \leq n} \left( (-1)^{i-j} b_{ij} \sum_{r \in \mathbb{Z}} y_i^{2(n-1)r-i+1} q^{2(n-1)\kappa_r^2} \cdot \left( (y_i q^{\kappa_r})^{j-1} + (y_i q^{\kappa_r})^{2n-j-1} \right) \right),
\]
where \(y_i\) and \(b_{ij}\) are as in \((3.25)\). Recalling the Weyl denominator formula for \(D_n\) \[46\]
\[
\frac{1}{2} \det_{1 \leq i, j \leq n} \left( x_i^{j-1} + x_i^{2n-j-1} \right) = \prod_{1 \leq i < j \leq n} (x_i - x_j)(x_i x_j - 1) =: \Delta_D(x)
\]
we can rewrite \(\mathcal{M}\) in the form
\[
\mathcal{M} = 2 \sum_{r \in \mathbb{Z}^n} \Delta_D(x q^r) \prod_{i=1}^{n} y_i^{2(n-1)r_i-i+1} q^{2(n-1)\kappa_r^2}.
\]
Taking the \(a_1, \ldots, a_{2n-2} \to 0, a_{2n-1} \to 1\) and \(a_{2n} \to -1\) limit in Gustafson’s multiple \(\psi_6\) summation for the affine root system \(A_{2n-1}^{(2)}\) \[38\] leads to the following variant of the \(D_n^{(1)}\) Macdonald identity\[6\]
\[
\sum_{r \in \mathbb{Z}^n} \Delta_D(x q^r) \prod_{i=1}^{n} x_i^{2(n-1)r_i-i+1} q^{2(n-1)\kappa_r^2} = 2(q)^n \prod_{1 \leq i < j \leq n} \theta(x_i/x_j, x_i x_j; q).
\]
This implies the claimed product form for \(\mathcal{M}\) and completes our proof. \(\square\)

Identity \((1.10)\) has a representation-theoretic interpretation. By \[8\] Lemma 2.4, the right-hand side of \((3.32)\) in which \(\hat{x}\) is interpreted as
\[
\hat{x}_i = e^{-\alpha_1 - \cdots - \alpha_n} \quad (1 \leq i \leq n)
\]
and \(q\) as
\[
q = e^{-2\alpha_0 - \cdots - 2\alpha_n}
\]
\[6\] As in the \(B_n^{(1)}\) case, the actual \(D_n^{(1)}\) Macdonald identity contains the restriction \(|r| \equiv 0 \pmod{2}\) on the sum over \(r\).
yields the $D_{n+1}^{(2)}$ character
\[ e^{-2m\Lambda_0} \text{ch} V(2m\Lambda_0). \]
The specialization (3.33) then corresponds to
\[ e^{-\alpha_0}, e^{-\alpha_n} \mapsto -1 \quad \text{and} \quad e^{-\alpha_i} \mapsto q \quad (2 \leq i \leq n - 1). \]
Denoting this by $F$, we have
\[ F(e^{-\Lambda} \text{ch} V(\Lambda)) = \frac{(q^{\kappa}; q^{\kappa})_\infty}{(q^2; q^2)_\infty(q)_\infty^{n-1}} \prod_{1 \leq i<j \leq n} \theta(q^{i-j}; q^{\kappa}), \]
where $\kappa = 2n + 2\lambda_0$ and
\[ \Lambda = 2(\lambda_0 - \lambda_1)\Lambda_0 + (\lambda_1 - \lambda_2)\Lambda_1 + \cdots + (\lambda_{n-1} - \lambda_n)\Lambda_{n-1} + 2\lambda_n\Lambda_n, \]
for $\lambda = (\lambda_0, \lambda_1, \ldots, \lambda_n)$ a partition or half-partition (i.e., all $\lambda_i \in \mathbb{Z} + 1/2$). For $\lambda = (m, 0^n)$ this agrees with (1.10).

4. Proof of Theorem 1.5

For integers $k$ and $m$, where $0 \leq k \leq m$, we denote the the nearly-rectangular partition $(m, \ldots, m \underbrace{, \ldots, \ldots, , m)}_r$ as $(m^r, k)$. Using these partitions, we have the following “limiting” Rogers–Ramanujan-type identities, which imply Theorem 1.5 when $k = 0$ or $k = m$.

**Theorem 4.1** (A\^{(1)}_{n-1} RR and AG identities). If $m$ and $n$ are positive integers and $0 \leq k \leq m$, then we have

\[ \lim_{r \to \infty} q^{-m(r^2)-kr} Q_{(m^r, k)}(1, q, q^2, \ldots; q^n) = \frac{(q^n; q^n)_\infty(q^{\kappa}; q^{\kappa})_\infty^{n-1}}{(q^2)_\infty^{n}} \cdot \prod_{i=1}^{n-1} \theta(q^{i+k}; q^{\kappa}) \cdot \prod_{1 \leq i < j \leq n-1} \theta(q^{j-i}; q^{\kappa}), \]

where $\kappa = m + n$.

**Remark.** A similar calculation when $k \geq m$ gives
\[ \lim_{r \to \infty} q^{-m(r^2)} Q_{(k, m^r)}(1, q, q^2, \ldots; q^n) = \left[ k - m + n - 1 \right] \frac{(q^n; q^n)_\infty(q^{\kappa}; q^{\kappa})_\infty^{n-1}}{(q^2)_\infty^{n}} \cdot \prod_{1 \leq i < j \leq n} \theta(q^{j-i}; q^{\kappa}). \]

**Proof of Theorem 4.1.** It suffices to prove the identity for $0 \leq k < m$, and below assume that $k$ satisfies this inequality.
The following identity for the modified Hall–Littlewood polynomials indexed by near-rectangular partitions is a special case of [8, Corollary 3.2]:

\[ Q'_{(m^r,k)}(x; q) = (q)_r(q)_1 \sum_{u \in \mathbb{Z}^n_+} \sum_{v \in \mathbb{Z}^n_+} \prod_{i=1}^n x_i^{ku_i + (m-k)v_i} q^{k(u_i^m) + (m-k)(v_i^m)} \]

\[ \times \prod_{i,j=1}^n \frac{(qx_i/x_j)_{u_i-v_i}}{(qx_i/x_j)_{v_i-v_j}}. \]

It is enough to compute the limit on the left-hand side of (4.1) for \( r \) a multiple of \( n \). Hence we replace \( r \) by \( nr \) in the above expression, and then shift \( u_i \mapsto u_i + r \) and \( v_i \mapsto v_i + r \), for all \( 1 \leq i \leq n \), to obtain

\[ Q'_{(m^{nr},k)}(x; q) = (x_1 \cdots x_n)^{mr} q^{mn(u_1^m) + kr} (q)_nr(q)_1 \]

\[ \times \sum_{u \in \mathbb{Z}^n} \sum_{v \in \mathbb{Z}^n} \prod_{i=1}^n x_i^{ku_i + (m-k)v_i} q^{k(u_i^m) + (m-k)(v_i^m)} \prod_{i,j=1}^n \frac{(qx_i/x_j)_{u_i-v_i}}{(qx_i/x_j)_{v_i-v_j}}. \]

Since the summand vanishes unless \( u_i \geq v_i \) for all \( i \) and \( |u| = |v| \), for some \( \ell = 1, \ldots, n \), where \( (\varepsilon_i)_i = \delta_{i\ell} \). Hence we find that

\[ Q'_{(m^{nr},k)}(x; q) = (x_1 \cdots x_n)^{mr} q^{mn(u_1^m) + kr} (q)_nr \]

\[ \times \sum_{v \in \mathbb{Z}^n} \prod_{i=1}^n x_i^{mv_i} q^{m(v_i^m)} \prod_{i,j=1}^n \frac{(qx_i/x_j)_{v_i-v_j}}{(qx_i/x_j)_{v_i+v_j}} \sum_{\ell=1}^n (x_iq^v)^{k} \prod_{i,j=1}^n \frac{1}{1 - q^{v_i-v_j}x_i/x_j}. \]

Next we use

\[ \prod_{i,j=1}^n (qx_i/x_j)_{v_i-v_j} = \frac{\Delta(xq^v)}{\Delta(x)} \left( -1 \right)^{(n-1)|v|} q^{-\binom{|v|}{2}} \prod_{i=1}^n x_i^{mv_i-|v|} q^{n(v_i^m)+(i-1)v_i}, \]

where \( \Delta(x) := \prod_{1 \leq i < j \leq n} (1-x_i/x_j) \), and

\[ \prod_{\ell=1}^n x_i^{k} \prod_{i=1}^n \frac{1}{1 - x_i/x_\ell} = \sum_{1 \leq i_1 \leq i_2 \leq \cdots \leq i_k \leq n} x_{i_1}x_{i_2} \cdots x_{i_k} = h_k(x) = s_{(k)}(x), \]

where \( h_k \) and \( s_k \) are the complete symmetric and Schur function, respectively. Thus we have

\[ Q'_{(m^{nr},k)}(x; q) = (x_1 \cdots x_n)^{mr} q^{mn(u_1^m) + kr} (q)_nr \]

\[ \times \sum_{v \in \mathbb{Z}^n} s_{(k)}(xq^v) \frac{\Delta(xq^v)}{\Delta(x)} \prod_{i=1}^n x_i^{mv_i} q^{\frac{1}{2}mv_i^2 + iv_i} \prod_{i,j=1}^n \frac{1}{(qx_i/x_j)_{v_i+v_j}}, \]
where $\kappa := m + n$. Note that the summand vanishes unless $v_i \geq -r$ for all $i$. This implies the limit

$$
\lim_{r \to \infty} q^{-mn(z) - kr} Q'_{(mnr, k)}(x; q) \frac{(x_1 \cdots x_n)^{mr}}{(x_1 \cdots x_n)^{mr}} = \frac{1}{(q)^{n-1}} \prod_{1 \leq i < j \leq n} \theta(x_i/x_j; q) \sum_{v \in \mathbb{Z}^n} s(k)(xq^v) \Delta(xq^v) \prod_{i=1}^n x_i^{en} q^{\frac{1}{2} kr^2 + i v_i}.
$$

The expression on the right is exactly the Weyl–Kac formula for the level-$m$ $A_{n-1}^{(1)}$ character \[43\]

$$
e^{-\Lambda} \text{ch } V(\Lambda), \quad \Lambda = (m - k)\Lambda_0 + k\Lambda_1,$$

provided we identify

$$q = e^{-\alpha_0 - \alpha_1 - \cdots - \alpha_{n-1}} \quad \text{and} \quad x_i/x_{i+1} = e^{-\alpha_i} \quad (1 \leq i \leq n - 1).$$

Hence

$$
\lim_{r \to \infty} q^{-mn(z) - kr} Q'_{(mnr, k)}(x; q) \frac{(x_1 \cdots x_n)^{mr}}{(x_1 \cdots x_n)^{mr}} = e^{-\Lambda} \text{ch } V(\Lambda),
$$

with $\Lambda$ as above. For $m = 1$ and $k = 0$ this was obtained in \[45\] by more elementary means. The simultaneous substitutions $q \mapsto q^n$ and $x_i \mapsto q^{n-i}$ correspond to the principal specialization \[3.16\]. From \[3.17\] we can then read off the product form claimed in \[4.1\].

5. **Siegel Functions**

The normalizations for the series $\Phi_*$ were chosen so that the resulting $q$-series are modular functions on the congruence subgroups $\Gamma(N)$, where

$$
\Gamma(N) := \{ (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in \text{SL}_2(\mathbb{Z}) : a \equiv d \equiv 1 \pmod{N}, \ b \equiv c \equiv 0 \pmod{N} \}.
$$

These groups act on $\mathbb{H}$, the upper-half of the complex plane, by $\gamma \tau := \frac{a\tau + b}{c\tau + d}$, where $\gamma = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix})$. If $f$ is a meromorphic function on $\mathbb{H}$ and $\gamma \in \text{SL}_2(\mathbb{Z})$, then we define

$$(f|_k \gamma)(\tau) := (c\tau + d)^{-k} f(\gamma \tau).$$

Modular functions are meromorphic functions which are invariant with respect to this action. More precisely, a meromorphic function $f$ on $\mathbb{H}$ is a *modular function* on $\Gamma(N)$ if for every $\gamma \in \Gamma(N)$ we have

$$f(\gamma \tau) = (f|_0 \gamma)(\tau) = f(\tau).$$

The set of such functions form a field. We let $\mathcal{F}_N$ denote the canonical subfield of those modular functions on $\Gamma(N)$ whose Fourier expansions are defined over $\mathbb{Q}(\zeta_N)$, where $\zeta_N := e^{2\pi i/N}$.

The important work of Kubert and Lang \[47\] plays a central role in the study of these modular function fields. Their work, which is built around the Siegel $g_a$ functions and the Klein $t_a$ functions, allows us to understand the fields $\mathcal{F}_N$, as well as the Galois theoretic
properties of the extensions \( \mathcal{F}_N/\mathcal{F}_1 \). These results will be fundamental tools in the proofs of Theorems 1.6 and 1.7.

5.1. Basic Facts about Siegel functions. We begin by recalling the definitions of the Siegel and Klein functions. Let \( B_2(x) := x^2 - x + \frac{1}{6} \) be the second Bernoulli polynomial and \( e(x) := e^{2\pi i x} \). If \( a = (a_1, a_2) \in \mathbb{Q}^2 \), then Siegel function \( g_a \) is defined as

\[
\begin{equation}
\begin{aligned}
g_a(\tau) &:= -q^{\frac{1}{2}B_2(a_1)}e(a_2(a_1 - 1)/2) \prod_{n=1}^{\infty} (1 - q^{n-1+a_1}e(a_2))(1 - q^{n-a_1}e(-a_2)),
\end{aligned}
\end{equation}
\]

and the Klein function \( t_a \) is defined as

\[
\begin{equation}
\begin{aligned}
t_a(\tau) &:= \frac{g_a(\tau)}{\eta(\tau)^2}
\end{aligned}
\end{equation}
\]

where \( \eta(\tau) := q^{1/24} \prod_{n=1}^{\infty} (1 - q^n) \) is the Dedekind \( \eta \)-function.

Neither \( g_a \) nor \( t_a \) are modular on \( \Gamma(N) \), however if \( N \cdot a \in \mathbb{Z}^2 \), then \( t_a^{2N} \) is on \( \Gamma(N) \) (or \( t_a^N \) if \( N \) is odd). Therefore if \( g_a^{\text{lm}(12,2N)} \in \mathcal{F}_N \), and if \( N \cdot a' \in \mathbb{Z}^2 \), then \( (\frac{g_a(\tau)}{g_{a'}(\tau)})^{2N} \in \mathcal{F}_N \) if \( N \) is even and \( (\frac{g_a(\tau)}{g_{a'}(\tau)})^N \in \mathcal{F}_N \) if \( N \) is odd. Given \( a \in \mathbb{Q}^2 \), we denote the smallest \( N \in \mathbb{N} \) such that \( N \cdot a \in \mathbb{Z}^2 \) by \( \text{Den}(a) \).

**Theorem 5.1 ([17] Ch. 2 of K1 and K2).** Assuming the notation above, the following are true:

1. If \( \gamma \in \text{SL}_2(\mathbb{Z}) \), then \( (t_a|_{-1}\gamma)(\tau) = t_{a\gamma}(\tau) \).
2. If \( b = (b_1, b_2) \), then \( t_{a+b}(\tau) = e((b_1b_2 + b_1 + b_2 - b_1a_2 + b_2a_1))t_{a\gamma}(\tau) \).

These properties for \( t_a \), (5.1), and the fact that \( \eta(\tau)^{24} = \Delta(\tau) \) is modular on \( \text{SL}_2(\mathbb{Z}) \), lead to the following properties for \( g_a \).

**Theorem 5.2 ([17] Ch. 2, Thm 1.2).** If \( a \in \mathbb{Z}^2/\mathbb{N} \) and \( \text{Den}(a) = N \), then the following are true:

1. If \( \gamma \in \text{SL}_2(\mathbb{Z}) \), then \( (g_a^{12}|_{0}\gamma)(\tau) = g_{a\gamma}(\tau) \).
2. If \( b = (b_1, b_2) \in \mathbb{Z}^2 \), then \( g_{a+b}(\tau) = e(1/2 \cdot (b_1b_2 + b_1 + b_2 - b_1a_2 + b_2a_1))g_a(\tau) \).
3. We have that \( g_{-a}(\tau) = -g_a(\tau) \).
4. The \( g_a(\tau)^{12N} \) are modular functions on \( \Gamma(N) \). Moreover, if \( \gamma \in \text{SL}_2(\mathbb{Z}) \), then we have \( (g_a^{12}|_{0}\gamma)(\tau) = g_{a\gamma}(\tau) \).

The following theorem addresses the modularity properties of products and quotients of Siegel functions.
Theorem 5.3 ([47, Ch. 3, Lemma 5.2, Thm. 5.3]). Let \( N \geq 2 \) be an integer, and let \( \{ m(a) \}_{a \in \frac{1}{N}\mathbb{Z}^2/\mathbb{Z}^2} \) be a set of integers. Then the product of Siegel functions

\[
\prod_{a \in \frac{1}{N}\mathbb{Z}^2/\mathbb{Z}^2} g_a^{m(a)}(\tau)
\]

belongs to \( \mathcal{F}_N \) if \( \{ m(a) \} \) satisfies the following:

1. We have that \( \sum_a m(a)(Na_1)^2 \equiv \sum_a m(a)(Na_2)^2 \equiv 0 \pmod{\gcd(2, N) \cdot N} \).
2. We have that \( \sum_a m(a)(Na_1)(Na_2) \equiv 0 \pmod{N} \).
3. We have that \( \gcd(12, N) \cdot \sum_a m(a) \equiv 0 \pmod{12} \).

Additionally, we have the following important results about the algebraicity of the singular values of the Siegel functions in relation to the singular values of the \( \text{SL}_2(\mathbb{Z}) \) modular function

\[
\eta(\tau) = \left(1 + 240 \sum_{n=1}^{\infty} \sum_{d|n} d^3 q^n \right)^3 \\
= q^{-1} + 744 + 196884q + \cdots,
\]

which are well known to be algebraic by the theory of complex multiplication (for example, see [14, 26]).

Theorem 5.4 ([47, Ch. 1, Thm. 2.2]). If \( \tau \) is a CM point and \( N = \text{Den}(a) \), then the following are true:

1. We have that \( g_a(\tau) \) is an algebraic integer.
2. If \( N \) has at least two prime factors, then \( g_a(\tau) \) is a unit over \( \mathbb{Z}[j(\tau)] \).
3. If \( N = p^r \) is a prime power, then \( g_a(\tau) \) is a unit over \( \mathbb{Z}[1/p][j(\tau)] \).
4. If \( c \in \mathbb{Z} \) and \( (c, N) = 1 \), then \( (g_a)^c \) is a unit over \( \mathbb{Z}[j(\tau)] \).

5.2. Galois theory of singular values of products of Siegel functions. We now recall the Galois-theoretic properties of extensions of modular function fields, and we then relate these properties to the Siegel and Klein functions.

The Galois group \( \text{Gal}(\mathcal{F}_N/\mathcal{F}_1) \) is isomorphic to \( \text{GL}_2(N)/\{ \pm I \} = \text{GL}_2(\mathbb{Z}/N\mathbb{Z})/\{ \pm I \} \) (see [47, Ch. 3, Lemma 2.1]), where \( I \) is the identity matrix. This group factors naturally as

\[
\left\{ \begin{pmatrix} 1 & 0 \\ 0 & d \end{pmatrix} : d \in (\mathbb{Z}/N\mathbb{Z})^* \right\} \times \text{SL}_2(N)/\{ \pm I \},
\]

where an element \( \begin{pmatrix} 1 & 0 \\ 0 & d \end{pmatrix} \) acts on the Fourier coefficients by sending \( \zeta_N \to \zeta_N^d \), and a matrix \( \gamma \in \text{SL}_2(\mathbb{Z}) \) acts by the standard fractional linear transformation on \( \tau \). If \( f(\tau) \in \mathcal{F}_N \) and \( \gamma \in \text{GL}_2(N) \), then we use the notation \( f(\tau)(\gamma) := (\gamma \circ f)(\tau) \). Applying these facts to the Siegel functions, we obtain the following.
**Proposition 5.5.** If \( a \in \mathbb{Q}^2 \), and \( \text{Den}(a) \) divides \( N \), then the multiset
\[
\left\{ g_a^{12N}(\tau)(\gamma) := g_a^{12N}(\tau) : \gamma \in \text{GL}_2(N) \right\}
\]
is a union of Galois orbits for \( g_a^{12N}(\tau) \) over \( \mathcal{F}_1 \).

If \( \theta \) is a CM point of discriminant \(-D\), we define the field
\[
K_{(N)}(\theta) := \mathbb{Q}(\theta)(f(\theta) : f \in \mathcal{F}_N \text{ s.t. } f \text{ is defined and finite at } \theta),
\]
and \( \mathcal{H} := \mathbb{Q}(\theta, j(\theta)) \) be the Hilbert class field over \( \mathbb{Q}(\theta) \). The Galois group \( K_{(N)}(\theta)/\mathcal{H} \) is isomorphic to the matrix group \( W_N,\theta \) (see [71]) defined by
\[
W_N,\theta = \left\{ \begin{pmatrix} t & -sB \\ sA & t \end{pmatrix} \in \text{GL}_2(\mathbb{Z}/N\mathbb{Z}) \right\} / \left\{ \pm \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right\},
\]
where \( Ax^2 + Bx + C \) is a minimal polynomial for \( \theta \) over \( \mathbb{Z} \). The Galois group \( \text{Gal}(\mathcal{H}/\mathbb{Q}) \) is isomorphic to the group \( \mathcal{Q}_D \) of primitive reduced positive-definite integer binary quadratic forms of negative discriminant \(-D\). For each \( Q = ax^2 + bxy + cy^2 \in \mathcal{Q}_D \), we define the corresponding CM point \( \tau_Q = -\frac{b+\sqrt{-D}}{2a} \). In order to define the action of this group, we must also define corresponding matrices \( \beta_Q \in \text{GL}_2(\mathbb{Z}/N\mathbb{Z}) \) which we may build up by way of the Chinese Remainder Theorem and the following congruences. For each prime \( p \) dividing \( N \), we have the following congruences which hold \( \pmod{p^\text{ord}_p(N)} \):
\[
\beta_Q \equiv \begin{cases} \begin{pmatrix} a & b \\ \frac{b}{2} & 1 \end{pmatrix} & \text{if } p \nmid a \\ \begin{pmatrix} -b & -c \\ 1 & 0 \end{pmatrix} & \text{if } p|a, \text{ and } p \nmid c \\ \begin{pmatrix} -b - a & -\frac{b}{2} - c \\ 1 & -1 \end{pmatrix} & \text{if } p|a, \text{ and } p|c \end{cases}
\]
if \(-D \equiv 0 \pmod{4}\), and
\[
\beta_Q \equiv \begin{cases} \begin{pmatrix} a & \frac{b-1}{2} \\ 0 & 1 \end{pmatrix} & \text{if } p \nmid a \\ \begin{pmatrix} -\frac{b+1}{2} & -c \\ 1 & 0 \end{pmatrix} & \text{if } p|a, \text{ and } p \nmid c \\ \begin{pmatrix} -\frac{b+1}{2} - a & 1-b-c \\ 1 & -1 \end{pmatrix} & \text{if } p|a, \text{ and } p|c \end{cases}
\]
if \(-D \equiv 1 \pmod{4}\). Then given \( \theta = \tau_{Q'} \) for some \( Q' \in \mathcal{Q}_D \), define \( \delta_Q(\theta) := \beta_Q^{-1}\beta_Q \). The Galois group \( \text{Gal}(\mathcal{H}/\mathbb{Q}) \) can be extended into \( \text{Gal}(K_{(N)}(\theta)/\mathbb{Q}) \) by taking the action of a quadratic form \( Q \) on the element \( f(\theta) \in K_{(N)}(\theta) \) to be given by
\[
Q \circ f(\theta) = f(\tau_Q(\delta_Q(\theta))).
\]
We combine these facts into the following theorem.
Theorem 5.6. Let $F(\tau)$ be in $\mathcal{F}_N$ and let $\theta$ be a CM point of discriminant $-D < 0$. Then the multiset

$$\{ F(\tau_Q)(\gamma \cdot \delta_Q(\theta)) : (\gamma, Q) \in W_{\kappa, \tau} \times \mathcal{Q}_D \}$$

is a union of the Galois orbits of $F(\theta)$ over $\mathbb{Q}$.

6. Proofs of Theorems 1.6 and 1.7

Here we prove Theorems 1.6 and 1.7. We shall prove these theorems using the results of the previous section.

6.1. Reformulation of the $\Phi_*(m, n; \tau)$ series. To ease the proofs of Theorems 1.6 and 1.7, we begin by reformulating each of the $\Phi_*(m, n; \tau)$ series, as well as

$$\Phi_{1a}(m, n; \tau), \quad \Phi_{1b}(m, n; \tau),$$

as pure products of modified theta functions. These factorizations will be more useful for our purposes. In order to ease notation, for a fixed $\kappa$, if $1 \leq j < \kappa/2$, then we let

$$\theta_{j, \kappa} := \theta(q^j; q^{\kappa}),$$

If $\kappa$ is even, then we let

$$\theta_{\kappa/2, \kappa} := (q^{\kappa/2}; q^{\kappa})_{\infty} = \theta(q^{\kappa/2}; q^{2\kappa}),$$

which is a square root of $\theta(q^{\kappa/2}; q^{\kappa})$.

The reformulations below follow directly from (1.15) by making use of the fact that

$$\frac{(q^{\kappa}; q^{\kappa})_{\infty}}{(q)_{\infty}} = \prod_{j=1}^{\lfloor \kappa/2 \rfloor} \theta_{j, \kappa}.$$

Lemma 6.1. Let $m$ and $n$ be positive integers and $\kappa_* = \kappa_*(m, n)$ as in (1.14). Then the following are true:

1a) With $\kappa = \kappa_1$,

$$\Phi_{1a}(m, n; \tau) = q^{\frac{mn(4mn - 4m + 2n - 3)}{12\kappa}} \prod_{j=1}^{m} \theta_{j, \kappa}^{-1} \prod_{j=1}^{m+n} \theta_{j, \kappa}^{- \min(m, n-1, [j/2]-1)}.$$

1a) With $\kappa = \kappa_1$,

$$\Phi_{1b}(m, n; \tau) = q^{\frac{mn(4mn + 2m + 2n + 3)}{12\kappa}} \prod_{j=1}^{m+n} \theta_{j, \kappa}^{- \min(m, n, [j/2])}.$$

2) With $\kappa = \kappa_2$,

$$\Phi_2(m, n; \tau) = q^{\frac{m(2n+1)(2mn - m + n - 1)}{12\kappa}} \prod_{j=1}^{m} \theta_{j, \kappa}^{-1} \prod_{j=1}^{m+n+1} \theta_{j, \kappa}^{- \min(m, n-1, [j/2]-1)} \prod_{j=n}^{(m+n)/2} \theta_{2j+1, \kappa}^{-1}.$$
Moreover, with \( \kappa = \kappa_1(m, n) \),

\[
\Psi_1(m, n; \tau) := \frac{\Phi_1(m, n; \tau)}{\Phi_2(m, n; \tau)} = q^{-\frac{mn(m+1)}{4\kappa}} \prod_{j=1}^{m} \frac{\theta(q^{2j}; q^{\kappa})}{\theta(q^j; q^{\kappa})},
\]

and with \( \kappa = \kappa_2(m, n) = \kappa_3(m, n + 1) \),

\[
\Psi_2(m, n; \tau) := \frac{\Phi_2(m, n; \tau)}{\Phi_3(m, n; \tau)} = q^{-\frac{mn(m+1)(2n+1)}{4\kappa}} \prod_{j=1}^{m} \frac{\theta(q^{2j}; q^{\kappa})}{\theta(q^j; q^{\kappa})}.
\]

Proof. Since the proofs of the four cases are essentially the same, we only prove Lemma 6.1 (1a).

Let \( \varphi = mn(4mn - 4m + 2n - 3)/(12\kappa_1) \). By Theorem 1.1, we have that

\[
\Phi_1(m, n; \tau) = q^{\varphi} \cdot \frac{(q^\kappa; q^\kappa)_{n+\infty}}{(q)_{n+\infty}} \prod_{i=1}^{n} \theta(q^{i+m}; q^\kappa) \prod_{1 \leq i < j \leq n} \theta(q^{i+j-1}; q^\kappa)
\]

\[
= q^{\varphi} \cdot \frac{(q^\kappa; q^\kappa)_{m+\infty}}{(q)_{m+\infty}} \prod_{i=1}^{m} \theta(q^{i+1}; q^\kappa) \prod_{1 \leq i < j \leq m} \theta(q^{i+j+1}; q^\kappa).
\]

Using the simple identity

\[
\frac{(q^\kappa; q^\kappa)_{\infty}}{(q)_{\infty}} = \prod_{j=1}^{m+n} \theta(q^j; q^\kappa)^{-1},
\]

we can rewrite these two forms as

\[
\Phi_1(m, n; \tau) = q^{\varphi} \cdot \prod_{i=1}^{n} \theta(q^{i+m}; q^\kappa) \cdot \frac{\prod_{j=2}^{m+n} \theta(q^j; q^\kappa)}{\prod_{i=1}^{m+n} \theta(q^i; q^\kappa)}
\]

\[
= q^{\varphi} \cdot \prod_{i=1}^{m+n} \theta(q^{i+1}; q^\kappa) \cdot \frac{\prod_{j=2}^{m+n} \theta(q^j; q^\kappa)}{\prod_{i=1}^{m+n} \theta(q^i; q^\kappa)}.
\]

If \( m \geq n - 1 \) then the first identity reduces to

\[
\Phi_1(m, n; \tau) = q^{\varphi} \cdot \left( \prod_{j=1}^{m} \theta(q^j; q^\kappa) \right)^{-1} \prod_{j=2}^{m+n} \theta(q^j; q^\kappa)^{-1}
\]

\[
= q^{\varphi} \cdot \left( \prod_{j=1}^{m} \theta(q^j; q^\kappa) \right)^{-1} \prod_{j=2}^{m+n} \theta(q^j; q^\kappa)^{-1}.
\]
If \( m \leq n - 1 \) then the second identity reduces to
\[
\Phi_{1a}(m, n; \tau) = q^{\phi} \cdot \left( \theta(q; q^\kappa) \prod_{j=m+2}^{m+n} \theta(q^j; q^\kappa) \right)^{-1} \\
\times \prod_{j=2}^{m} \left( \theta(q^j, q^{j+1}; q^\kappa) \prod_{i=2j+1}^{m+n} \theta(q^i; q^\kappa) \right)^{-1} \\
= q^{\phi} \cdot \left( \prod_{j=1}^{m} \theta(q^j; q^\kappa) \right)^{-1} \prod_{j=1}^{m} \left( \prod_{i=2j+1}^{m+n} \theta(q^i; q^\kappa) \right)^{-1}. 
\]
Together these imply Lemma 6.1 (1a). \( \square \)

Since the modified \( \theta \)-functions \( \theta(q^j; q^\kappa) \) are essentially Siegel functions (up to powers of \( q \)), we can immediately rewrite Lemma 6.1 in terms of modular functions. We shall omit the proofs for brevity.

**Lemma 6.2.** Let \( m \) and \( n \) be positive integers and \( \kappa_* = \kappa_*(m, n) \) as in (1.14). Then the following are true:

(1a) With \( \kappa = \kappa_1 \),
\[
\Phi_{1a}(m, n; \tau) = \prod_{j=1}^{m} g_{j/n,0}(\kappa \tau)^{-1} \prod_{j=1}^{m+n} g_{j/\kappa,0}(\kappa \tau)^{-\min(m,n-1,[j/2]-1)}. 
\]

(1b) With \( \kappa = \kappa_1 \),
\[
\Phi_{1b}(m, n; \tau) = \prod_{j=1}^{m+n} g_{j/\kappa,0}(\kappa \tau)^{-\min(m,n,[j/2])}. 
\]

(2) With \( \kappa = \kappa_2 \),
\[
\Phi_2(m, n; \tau) = g_{\frac{1}{2},0}(2\kappa \tau)^{-\min(m,n-1)-\delta_1} \prod_{j=1}^{m} g_{\frac{j}{\kappa},0}(\kappa \tau)^{-1} \\
\times \prod_{j=1}^{m+n} g_{\frac{j}{\kappa},0}(\kappa \tau)^{-\min(m,n-1,[j/2]-1)} \prod_{j=n}^{[m+n-1/2]} g_{\frac{2j+1}{\kappa},0}(\kappa \tau)^{-1}. 
\]

(3) For \( n \geq 2 \) and \( \kappa = \kappa_3 \),
\[
\Phi_3(m, n; \tau) = g_{\frac{1}{2},0}(2\kappa \tau)^{-\min(m,n-1)-\delta_2} \\
\times \prod_{j=1}^{m+n-1} g_{\frac{j}{\kappa},0}(\kappa \tau)^{-\min(m,n-1,[j/2])} \prod_{j=n}^{[m+n-1/2]} g_{\frac{2j}{\kappa},0}(\kappa \tau)^{-1}. 
\]
(4) With $\kappa = \kappa_1$,
\[ \Psi_1(m, n; \tau) := \frac{\Phi_{1a}(m, n; \tau)}{\Phi_{1b}(m, n; \tau)} = \prod_{j=1}^{m} \frac{g_{\frac{j}{2}, 0}(\kappa \tau)}{g_{j, 0}(\kappa \tau)}. \]

(5) With $\kappa = \kappa_2(m, n) = \kappa_3(m, n + 1)$,
\[ \Psi_2(m, n; \tau) := \frac{\Phi_2(m, n; \tau)}{\Phi_3(m, n; \tau)} = \prod_{j=1}^{m} \frac{g_{\frac{j}{2}, 0}(\kappa \tau)}{g_{j, 0}(\kappa \tau)}. \]

6.2. Proofs of Theorems 1.6 and 1.7. We now apply the results in Section 5 to prove Theorems 1.6 and 1.7.

Proof of Theorem 1.6 (1) and (2). Lemma 6.2 shows that each of the $\Phi_generalized\Phi\_{m, n; \tau}$ is exactly a pure product of Siegel functions. Therefore, we may apply Theorem 5.2 directly to each of the Siegel function factors, and as a consequence to each $\Phi_{generalized\Phi\_{m, n; \tau}}$.

Since by Theorem 5.2 (4), $g_a(\tau)^{12N}$ is in $F_N$ if $N = \text{Den}(a)$, we may take $N = \kappa_{\ast}(m, n)$, and so we have that $\Phi_{generalized\Phi\_{m, n; \tau}}^{12\kappa} \in F_{\kappa_{\ast}(m, n)}$. We now apply Theorem 5.6 to obtain Theorem 1.6 (1) and (2). □

Sketch of the Proof of Theorem 1.6 (3). By Theorem 1.6 (2), we have that this multiset consists of multiple copies of a single Galois orbit of conjugates over $\mathbb{Q}$. Therefore to complete the proof, it suffices to show that the given conditions imply that there are singular values which are not repeated. To this end, we focus on those CM points with maximal imaginary parts. Indeed, because each $\Phi_{generalized\Phi\_{m, n; \tau}}$ begins with a negative power of $q$, one generically expects that these corresponding singular values will be the one with maximal complex absolute value.

To make this argument precise requires some cumbersome but unenlightening details (which we omit). One begins by observing why the given conditions are necessary. For small $\kappa$ it can happen that the matrices in $W_{\kappa, \tau}$ permute the Siegel functions in the factorizations of $\Phi_{generalized\Phi\_{m, n; \tau}}$ obtained in Lemma 6.2. However, if $\kappa > 9$, then this does not happen. The condition that $\gcd(D_0, \kappa) = 1$ is required for a similar reason. More precisely, the group does not act faithfully. However, under these conditions, the only obstruction to the conclusion would be a nontrivial identity between the evaluations of two different modular functions. In particular, under the given assumptions, we may view these functions as a product of distinct Siegel functions. Therefore, the proof follows by studying the asymptotic properties of the CM values of individual Siegel functions, and then considering the $\Phi_{generalized\Phi}$ functions as a product of these values.

The relevant asymptotics arise by considering, for each $-D$, a canonical CM point with discriminant $-D$. Namely, we let
\[ \tau_\ast := \begin{cases} \frac{\sqrt{-D}}{2} & \text{if } -D \equiv 0 \pmod{4}, \\ \frac{1 + \sqrt{-D}}{2} & \text{if } -D \equiv 1 \pmod{4}. \end{cases} \]

\textsuperscript{7}A similar analysis is carried out in detail by Jung, Koo, and Shin in [41, Sec. 4].
By the theory of reduced binary quadratic forms, these points are the CM points with maximal imaginary parts corresponding to reduced forms with discriminant $-D$. Moreover, every other CM point with discriminant $-D$ has imaginary part less than $|\sqrt{-D}|/3$. Now the singular values of each Siegel function then essentially arise from the values of the second Bernoulli polynomial. The point is that one can uniformly estimate the infinite product portion of each singular value, and it turns out that they are exponentially close to the number 1. By assembling these estimates carefully, one obtains the result. □

Proof of Theorem 1.7. Lemma 6.2 reformulates each $\Phi_*$ function in terms of products of negative powers of Siegel functions of the form $g_{j/\kappa,0}(\kappa\tau)$, where $1 \leq j \leq \kappa/2$, and $g_{1/4,0}(2\kappa\tau)$, when $\kappa$ is even. Theorem 5.4 (1) then implies Theorem 1.7 (1).

Since $\text{Den}(j/\kappa,0)$ may be any divisor of $\kappa$, and since $j(\tau)$ is an algebraic integer [14, 26], Theorem 5.4 (2) and (3) imply Theorem 1.7 (2).

Using Theorem 6.2 (5), we have that

$$
\Phi_{1a}(m,n;\tau) = \prod_{j=1}^{m} g_{2j/\kappa,0}(\kappa\tau)
$$

where $\kappa = \kappa_1 = 2m + 2n + 1$. Since $\kappa$ is odd, Theorem 5.4 (4) implies that each term

$$
\frac{g_{2j/\kappa,0}(\kappa\tau)}{g_{j/\kappa,0}(\kappa\tau)}
$$

in the product is a unit. Therefore, Theorem 1.7 (3) follows. □

7. Examples

Here we give two examples of the main results in this paper.

Example. This is a detailed discussion of the example in Section 1.

Consider the $q$-series

$$
\Phi_{1a}(2,2;\tau) = q^{1/3} \prod_{n=1}^{\infty} \frac{(1 - q^{9n})}{(1 - q^{n})} = q^{1/3} + q^{4/3} + 2q^{7/3} + 3q^{10/3} + 5q^{13/3} + 7q^{16/3} + \ldots ,
$$

and

$$
\Phi_{1b}(2,2;\tau) = q \prod_{n=1}^{\infty} \frac{(1 - q^{9n})(1 - q^{9n-1})(1 - q^{9n-8})}{(1 - q^{n})(1 - q^{9n-4})(1 - q^{9n-5})} = q + q^{3} + 3q^{5} + 3q^{6} + 5q^{7} + 6q^{8} + \ldots
$$
For $\tau = i/3$, the first 100 coefficients of the $q$-series respectively give the numerical approximations

$$\Phi_{1a}(2, 2; i/3) = 0.577350 \cdots \approx \frac{1}{\sqrt{3}}$$

$$\Phi_{1b}(2, 2; i/3) = 0.217095 \cdots$$

Here we have that $\kappa_1(2, 2) = 9$. Theorem 5.3 tells us that $\Phi_{1a}(2, 2; \tau)^3$ and $\Phi_{1b}(2, 2; \tau)^3$ are in $\mathcal{F}_9$, so we may use Theorem 5.6 to find the conjugates of the values of the functions at $\tau = i/3$. We have $\kappa_1(2, 2) \cdot i/3 = 3i$ and

$$W_{9,3i} = \left\{ \left( \begin{array}{cc} t & 0 \\ s & t \end{array} \right) \in \text{GL}_2(\mathbb{Z}/9\mathbb{Z}) \right\} / \left\{ \pm \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \right\},$$

which has 27 elements. However each of these acts like the identity on $\Phi_{1a}(2, 2; \tau)$, and the group has an orbit of size three when acting on $\Phi_{1b}(2, 2; \tau)$. The set $Q_{36}$ has two elements $Q_1 = x^2 + 9y^2$ and $Q_2 = 2x^2 + 2xy + 5y^2$. These give us $\beta_{Q_1}$, which is the identity, and $\beta_{Q_2} = \left( \begin{array}{cc} 2 & 1 \\ 0 & 1 \end{array} \right)$. Therefore $\Phi_{1a}(2, 2; i/3)^3$ has only one other conjugate,

$$\left( g_{2/9,1/9} \left( \frac{-1 + 3i}{2} \right) g_{4/9,2/9} \left( \frac{-1 + 3i}{2} \right) g_{6/9,3/9} \left( \frac{-1 + 3i}{2} \right) g_{8/9,4/9} \left( \frac{-1 + 3i}{2} \right) \right)^{-3},$$

although the multiset described in Theorem 1.6 (2) contains 27 copies of these two numbers. On the other hand, $\Phi_{1b}(2, 2; i/3)^3$ has an orbit of six conjugates, and the multiset from Theorem 1.6 (2) contains nine copies of this orbit. Theorem 1.7 (2) tells us that $\Phi_{1a}(2, 2; i/3)$ and $\Phi_{1b}(2, 2; i/3)$ may have denominators which are powers of three, whereas Theorem 1.7 (1) tells us that their inverses are algebraic integers. Therefore, we find the minimal polynomials for the inverses and then invert the polynomials. In this way, we find that $\Phi_{1a}(2, 2; i/3)$ and $\Phi_{1b}(2, 2; i/3)$ are roots of the irreducible polynomials

$$3x^2 - 1$$

$$19683x^{18} - 80919x^{12} - 39366x^9 + 11016x^6 - 486x^3 - 1.$$
Lastly, Theorem 1.7 (3) applies, and we know that the ratio
\[
\frac{\Phi_{1a}(2, 2; \tau)}{\Phi_{1b}(2, 2; \tau)} = q^{-2/3} \prod_{n=1}^{\infty} \frac{(1 - q^{9n})(1 - q^{9n-5})}{(1 - q^{9n-1})(1 - q^{9n-8})} = q^{-2/3}(1 + q + q^2 + q^3 - q^5 - q^6 - q^7 + \cdots)
\]
evaluates to a unit at \(\tau = i/3\). In fact we find that
\[
\frac{\Phi_{1a}(2, 2; i/3)}{\Phi_{1b}(2, 2; i/3)} = 4.60627\ldots
\]
is a unit. Indeed, it is a root of
\[
x^{18} - 102x^{15} + 420x^{12} - 304x^9 - 93x^6 + 6x^3 + 1.
\]

**Example.** Here we give an example which illustrates the second remark after Theorem 1.7. This is the discussion concerning ratios of singular values of \(\Phi_2\) and \(\Phi_3\) with the same \(\kappa^*\).

Here we show that these ratios are not generically algebraic integral units as Theorem 1.7(3) guarantees for the \(A_{2n}^{(2)}\) cases.

We consider \(\Phi_2(1, 1; \tau)\) and \(\Phi_3(1, 2; \tau)\), with \(\tau = \sqrt{-1/3}\). For these example we have \(\kappa_2(1, 1) = \kappa_3(1, 2) = 6\). A short computation by way of the q-series shows that
\[
\Phi_2(1, 1; \sqrt{-1/3}) = 0.883210\ldots,
\]
and
\[
\Phi_3(1, 2; \sqrt{-1/3}) = 0.347384\ldots.
\]
Since \(\Phi_2(1, 1; \tau)^{24}\) and \(\Phi_3(1, 2; \tau)^{24}\) are in \(F_{12}\), we find that
\[
\Phi_2(1, 1; \sqrt{-1/3})^{24} \quad \text{and} \quad \Phi_3(1, 2; \sqrt{-1/3})^{24}
\]
each have one other conjugate, namely
\[
\left( g_{1/2, 1/3}(-4/3) \cdot g_{1/4, 0}(2\sqrt{-4/3}) \right)^{-24} \quad \text{and} \quad \left( g_{0, 1/3}(-4/3) \cdot g_{1/2, 0}(2\sqrt{-4/3}) \right)^{-24}
\]
respectively, and the corresponding multisets described in Theorem 1.6(2) each contain six copies of the respective orbits. In this way we find that \(\Phi_2(1, 1; \sqrt{-1/3})\) is a root of
\[
2^{20}x^{48} - 2^{12} \cdot 13x^{24} + 1
\]
and \(\Phi_3(1, 2; \sqrt{-1/3})\) is a root of
\[
2^{20}3^{12}x^{48} - 12^6 \cdot 35113x^{24} + 1.
\]
Therefore, their ratio
\[
\frac{\Phi_2(1, 1; \sqrt{-1/3})}{\Phi_3(1, 2; \sqrt{-1/3})} = 2.542459\ldots
\]
is not a unit. Its minimal polynomial is
\[
x^4 - 6x^2 - 3.
\]
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