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ABSTRACT
Result clickthrough statistics and dwell time on clicked results have
been shown valuable for inferring search result relevance, but the
interpretation of these signals can vary substantially for different
tasks and users. This paper shows that that post-click searcher be-
havior, such as cursor movement and scrolling, provides additional
clues for better estimating document relevance. To this end, we
identify patterns of examination and interaction behavior that cor-
respond to viewing a relevant or non-relevant document, and design
a new Post-Click Behavior (PCB) model to capture these patterns.
To our knowledge, PCB is the first to successfully incorporate post-
click searcher interactions such as cursor movements and scrolling
on a landing page for estimating document relevance. We evaluate
PCB on a dataset collected from a controlled user study that con-
tains interactions gathered from hundreds of unique queries, result
clicks, and page examinations. The experimental results show that
PCB is significantly more effective than using page dwell time in-
formation alone, both for estimating the explicit judgments of each
user, and for re-ranking the results using the estimated relevance.

Categories and Subject Descriptors
H.3.3 [Information Systems]: Information Storage and Retrieval

General Terms
Design, Experimentation, Human Factors
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1. INTRODUCTION
Estimating document relevance is at the core of information re-

trieval ranking and evaluation. Unfortunately, this task is notori-
ously difficult: even the notion of relevance itself varies for dif-
ferent tasks and users (e.g., [5, 34]). In this paper, we argue that
post-click search behavior provides essential evidence for estimat-
ing the “intrinsic” page relevance for a search task.

While previous research has made great use of result clickthrough
data (e.g., [3, 25, 13, 12]), the usefulness of clickthrough statistics
is limited by a number of presentation biases, which strongly influ-
ence user click behavior. One of the most significant limitations of
clickthrough data, is that clicks are based primarily on a document’s
perceived relevance [12], where a searcher guesses the page’s rel-
evance based on a short summary generated by the search engine.
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However, the “perceived” relevance may be inconsistent with the
actual “intrinsic” relevance [12], where a searcher clicks on a re-
sult only to find out that it is not relevant. To address this problem,
page dwell time (the time spent examining the result document) has
been proposed as a measure of intrinsic document relevance [29,
10, 15, 27, 35, 8]. The main intuition is that “short” dwell time
(typically, considered to be less than 30 seconds), indicates that a
document is non-relevant. The most heavily studied scenario is that
of a “bounce back”, which happens when the searcher returned to
the Search Engine Result Page (SERP) shortly after she clicked on
a result, indicating low result relevance [33]. This heuristic and re-
sulting metrics have been successfully adapted by the major search
engines, and have undoubtedly improved search quality by detect-
ing non-relevant or even detrimental results.

Unfortunately, the converse of the short dwell time rule is not
true: a “long” page dwell time does not necessarily imply result
relevance. In fact, a most frustrating scenario is when a searcher
spends a long time searching for relevant information on a seem-
ingly promising page that she clicked, but fails to find the needed
information. Such a document is clearly non-relevant (and arguably
one of the most detrimental to the searcher experience). Yet, based
on dwell time alone, this document would be considered highly
relevant, and remain high in the search ranking to frustrate future
searchers.

To address this problem, we propose to use post-click searcher
behavior to more precisely analyze how the searchers spend their
time on the landing pages and the subsequently viewed documents,
which would in turn allow for more accurate estimation of intrin-
sic document relevance. As an illustration, Figures 1(a-b) show
the searchers’ cursor movement on clicked result pages for the task
of finding the phone number of the Verizon Wireless helpline for
Massachusetts, where the user spends approximately 30 seconds
examining each of the pages (i.e., both pages have almost equal
dwell time). The color intensity in the figures indicates the amount
of time the mouse cursor spent over the corresponding document
regions, with the exact cursor coordinates indicated by the small
crosses. The differences in the examination of a relevant page (Fig-
ure 1(a)) and a non-relevant page (Figure 1(b)) are striking. For the
former, the searcher was carefully “reading” the text and using the
mouse as a reading aid (examination of the page reveals that the
answer of the search task indeed lies in the highlighted paragraph),
while for the latter, the searcher appears to be “skimming” or “scan-
ning” the page, without finding relevant information worth careful
reading (indeed, the answer was not on the page). This example
illustrates our underlying hypothesis: that page dwell time alone
is not sufficient to distinguish between relevant and non-relevant
pages, but post-click searcher behavior can provide the necessary
additional evidence to distinguish the two.



(a) relevant (dwell time: 30s) (b) non-relevant (dwell time: 30s)
Figure 1: Cursor-based “Reading” examination heatmap of a relevant document (a) compared to “Scanning” of a non-relevant
document (b), both with equal dwell time (30 seconds).

Specifically, we hypothesize that searcher interactions on land-
ing pages such as cursor movements and scrolling can help more
accurately interpret searcher viewing behavior, in turn, improve rel-
evance estimation. That is, like eye movements, such interactions
can reflect searcher attention. These interactions can be captured
with Javascript code that is embedded in a browser Add-on (e.g., a
search engine toolbar). This would allow estimating whether some
parts of the landing page captured the searcher’s attention and pro-
vide additional clues about the document relevance.

To test this hypothesis, we first identify patterns of examination
and interaction behavior that correspond to viewing a relevant or
non-relevant document (Section 3), and develop a novel model
of inferring document relevance that incorporates rich Post-Click
Behavior (PCB) such as cursor movements and scrolling that could
capture these patterns (Section 4). The model is operationalized by
converting these interactions into features, which can then be used
as input to machine learning algorithms for tasks such as estimat-
ing personalized and aggregate document relevance, and improving
result ranking (Section 5). In summary, our contributions include:

• Characterizing patterns of examination and interaction be-
havior that correspond to viewing a relevant or non-relevant
document (Section 3).

• PCB, a novel model of relevance estimation that captures
post-click behavior (Section 5).

• Empirical evidence that PCB is more effective than using
dwell time information alone, both for estimating the explicit
judgments of each user, as well as for ranking the documents
using the estimated relevance (Section 7).

Next, we briefly survey the background and related work to put
our contribution in context.

2. RELATED WORK
Using page dwell time for inferring relevance has a long his-

tory in the information retrieval community, with mixed conclu-
sions about its utility. Some of the first research done in the area

of implicit feed-back in information retrieval was that of Morita
and Shinoda [29]. They conducted a study where participants was
asked to provide explicit feedback about interestingness of news
articles that they have read. The study focused on the correla-
tion between reading time and explicit feedback while considering
document length and additional textual features. They noted that
there is a strong tendency to spend more time on interesting arti-
cles rather than on uninteresting ones. Similar findings have also
been reported in [10] and [15]. Furthermore, Morita and Shinoda
found only a very weak correlation between the lengths of articles
and associated reading times, indicating that most articles are only
read in parts, not in their entirety.

Interestingly, dwell time does not always correlate with rele-
vance. Kelly and Belkin [26] tried to reproduce the results of Morita
and Shinoda in a different, more complex information retrieval sce-
nario, yet found no correlations between display time and explicit
relevance ratings for a document. In a subsequent, naturalistic
study, Kelly and Belkin [27] found again no general relationship
between display time and the users’ explicit ratings of the docu-
ments’ usefulness. Instead, they observed high variation of display
time with respect to different users and different tasks. Recently,
White and Kelly [35] reported that adjusting display time thresh-
olds for implicit feedback according to task type leads to improved
retrieval performance, while adjusting the thresholds according to
individual users degraded performance. This stands in contrast to
findings of a prior study by Rafter and Smyth [30] who showed for
one specific task type that display time is correlated with user in-
terest, especially after individually adjusting the measure. In sum-
mary, while dwell time clearly contains some relevance signal, nu-
merous previous studies has found almost as many different inter-
pretations of it with no clear consensus of the relationship to rele-
vance of the document.

Additional implicit measures have been examined on the object
level (e.g., document paragraph or page item) as well. On one hand,
it has been found that good indicators of interest include the amount
of scrolling on a page [10], click-through [15, 25], and exit type
for a Web page [15]. On the other hand, mouse movements and



mouse clicks while viewing a document do appear to provide some
correlation to user interest [10]. Furthermore, user behavior on the
SERP, when combined with page dwell-time and session level in-
formation, can significantly improve result ranking in the aggre-
gate (e.g., [2]), and can be further improved by personalizing these
measures (e.g., [28]).

Other previous efforts focused on modeling more explicit user
interactions on the page. Golovchinsky et al. [16] focused on user-
created annotations on documents such as highlightings, underlin-
ings, circles, and notes in margin. They used this kind of feedback
to infer relevance of document passages. In a document search
scenario utilizing query expansion, they reported a significant im-
provement of the annotation-based feedback technique over ex-
plicit relevance feedback on the document level. Ahn et al. [4]
followed a similar idea but used the concept of a personal note-
book where users could paste text passages worth remembering.
On the basis of the text passages they built up term-based task pro-
files which were then used for re-ranking search result lists. Com-
pared to a baseline ranking function not considering any feedback,
the task-profile-based ranking performed significantly better. The
previous two approaches both need more or less explicit and there-
fore rare user interactions (i.e., annotating, copying and pasting) to
work properly. Buscher et al. [7] only rely on implicit data and
determine which parts of a document have been read, skimmed, or
skipped by interpreting eye movements. Read and skimmed parts
were taken as relevant while skipped document parts were ignored.
They report considerable improvements concerning re-ranking of
result lists when including gaze-based feedback on the segment
level compared to relevance feedback on the document level. Gyll-
strom and Soules [20] follow a similar idea, but consider all text
that has been visible on the screen for building up term-based task
profiles. They use such profiles for task-based indexing of docu-
ments on the desktop and show that re-finding documents that way
is more effective compared to simple desktop search.

Our work builds on previous research on connecting searcher
examination patterns to user interest and document relevance. In
particular, eye tracking studies have been helpful for understanding
common patterns in search result examination (e.g., [25, 11]). To
operationalize these insights, we exploit the coordination between
the searcher gaze position and mouse movement over the search
results, shown previously in references [31, 32, 19], as well as as-
sociation between cursor movements over the search result pages
and searcher intent [17, 18] and interests [23].

Most closely related to our work, Huang and White [23] found
correlations between cursor hovering over some of the results on
the Search Engine Result Page (SERP) and result relevance. Com-
plementary to previous efforts, this paper is the first to analyze
the examination patterns, and relevance, from post-click searcher
behavior such as cursor movements on landing pages and subse-
quently viewed documents, and the first to develop a predictive
model, PCB, that captures these patterns. As the rest of the paper
demonstrates, PCB can provide significant improvements for esti-
mating document relevance and consequently for improving search
result rankings.

3. LANDING PAGE EXAMINATION
In this section, we describe the patterns of landing page exami-

nation and interaction that we identified. Overall, we observe two
basic patterns of viewing, namely, “reading” and “scanning” (as
illustrated in Figure 1). “Reading” tends to occur when relevant
information (or seemingly relevant information) is found, and the
searcher is consuming (or further verifying) the information. In
contrast, “scanning” typically indicates that the searcher has not yet

found the relevant information and is still in the process of search-
ing. Typically, the viewing behavior is some mixture of these two
basic components. Sometimes, the mixture is dominated by one of
the two types. For example, Figure 1(a) is dominated by the “read-
ing” behavior (suggested by the cursor heatmap overlaid on top
of the answer of the search task [32]) while Figure 1(b) is domi-
nated by the “scanning” behavior (suggested by the more vertically
spread-out cursor distribution on the right of the screen on this page
that does not contain the relevant information [32]).

At other times, the viewing behavior is more complex, espe-
cially, when the relevance of the document is not obvious (e.g.,
the document is long and contains a mix of relevant and irrelevant
information). Figure 2(a) shows an example of viewing behavior
on a long relevant landing page, while Figure 2(b) shows an ex-
ample of viewing behavior on a irrelevant long page. The search
task for both of the pages were “How many pixels must be dead
on a MacBook before Apple will replace the laptop? Assume the
laptop is still under warranty.” and the dwell time on the two docu-
ments were roughly 70 seconds and 80 seconds, respectively. The
two documents in this example are both from Apple’s support fo-
rum and are much longer than the example documents in Figure 1.
In such a case, using dwell time alone would suggest that the two
are both relevant, and moreover the second document is slightly
more relevant. However, the document examination patterns sug-
gest that the two are quite different. The cursor movements on the
first document are more focused on the left side, with clustering
around the top posts, which suggests “reading” behavior (indeed,
closer examination shows that the top posts contain relevant infor-
mation). However, we do see that the pattern is more complex than
what we have seen in Figure 1(a) – the cursor positions are more
spread-out vertically and we do not observe extensive horizontal
cursor movements. In contrast, on the non-relevant document in
Figure 2(b), the searcher keeps the mouse still and scrolls – which
indicates “scanning” behavior. Interestingly, here too the cursor po-
sitions are clustered on the left (indicating slowing down of cursor
movements) over the top post, which may indicate “reading” be-
havior. Examination reveals that the page indeed contains on-topic
information, that initially seems relevant, but does not contain the
needed answer. Thus, in this example, the initial “reading” behav-
ior is followed by a series of “scanning” before the searcher exits
the page without finding her answer.

As these examples indicate, in addition to the variety in combin-
ing the two basic viewing patterns, the corresponding behavioral
signals of these two patterns vary too. For example, when read-
ing, searchers might keep the cursor still or use the cursor to mark
the text (eye and cursor are coordinated only vertically) without
actively moving the cursor horizontally (eye and cursor are coordi-
nated both vertically and horizontally). Nevertheless, in both cases,
the searcher tend to slow down the cursor movements or scrolling,
especially, in the vertical direction. As for the “scanning” behavior,
in contrast, the searcher tend to move the cursor and/or scroll faster
as they are searching for the relevant information or sometimes also
keeps the mouse still.

In summary, after examining many viewing sessions, we observe
common patterns across all the post-click page examinations that
correlate with document relevance, listed below:

• Periods of horizontal reading indicate relevance: The searchers
are more likely to slow down and move mouse horizontally
to read when the document is relevant, as opposed to only
quickly scanning the document when it is non-relevant.

• Focused attention indicates relevance: searchers tend to fo-
cus on only one or a small number of areas for a relevant doc-



(a) relevant (dwell time: 70s) (b) non-relevant (dwell time: 80s)

Figure 2: An example of “Reading” a relevant long document (a) vs. “Scanning” a non-relevant long document (b).

ument, while distribute time more evenly throughout a non-
relevant document. In contrast to the previous case, here, we
mean if searchers exhibit “reading” behavior (e.g., slowing
down) multiple times, it is more likely that she still did not
find the right information that satisfies her need – for more
complex task, or documents with denser text, such “reading”
behavior are likely to be triggered.

• Left-prevalence: On relevant pages, searchers tend to keep
the cursor towards the left half of the screen, where typically
most of the content laid out on a Web page, to help reading
or prepare to click on a link for more details.

• “Scanning” followed by “reading” indicates relevance: Of-
ten, a “scanning” behavior followed by focused, careful “read-
ing” behavior at the end of the examination indicates rele-
vance, while “reading” behavior in the beginning followed
by “scanning”(i.e., the searcher is still not yet satisfied with
what he or she has found so far), indicates non-relevance of
the document.

• “Skipping” indicates non-relevance: Periods of reading or
scanning, interspersed with periods of quick scrolling (“skip-
ping” document sections) indicates lower relevance than con-
tinuous examination – searchers may become impatient, and
accelerate “scanning” to an even faster pace.

These patterns can be captured by post-click behavioral signals
such as sequences of cursor and scroll speeds and ranges. In the
next section, we describe the features we designed to model these
examination patterns, which can subsequently be used to better es-
timate document relevance.

4. POST-CLICK BEHAVIOR FEATURES
In this section, we describe our proposed Post-Click Behavior

(PCB) features to capture the the page examination patterns that
could indicate a difference in document relevance. In addition,
we also include dwell time, task-level information (which is also

shown to be useful in estimating document relevance in recent stud-
ies [22]), and the original search engine result ranking, as features
in our model. The full list of PCB features and their brief descrip-
tions are reported in Table 1, and expanded below.

4.1 Dwell Time
Dwell time, or document viewing time, has been previously used

as the basic indicator of document relevance. As typically done,
dwell time is defined as the interval, in seconds, between the time
the page is loaded and the time the searcher leaves the page. We use
dwell time both as a baseline to compare against and as a feature in
our full model.

4.2 Result Rank
The rank of search result is the belief in its relevance that the

search engine holds, which is typically obtained by combining hun-
dreds of ranking signals. Presumably, the smaller the rank value
(i.e., the higher the document was ranked), the more relevant the
document is likely to be. However, if the search engine fails in
accurately estimating the document relevance, the rank would be-
come uninformative. For the viewed documents in the search trail
that were not ranked in a search engine result page, the rank of the
landing page (i.e., the origin of the search trail the document was
on) is used 1.

4.3 Cursor Movements
As suggested in the previous section, characteristics of cursor

movements such as speed and range could indicate the searcher’s
reading behavior, and consequently the relevance of the document.
For example, low speeds may indicate that the searcher was care-
fully “reading”, while a long vertical range may indicate that the
searcher found the document relevant and was willing to explore.
We measure the number and frequency of the cursor movements,
distance, speed, and the range the mouse cursor travels in pixels
(both overall, and its horizontal and vertical components), as well

1The ranks are set to be 11 for a small portion of the documents
whose ranking information is missing or cannot be recovered.



Group (30) Feature ρ
Dwell (1) dwell: time of the page view in seconds 0.167**
Rank (1) rank: the rank of the document or

the rank of the origin (i.e., the landing
page) of the search trail that the docu-
ment is on if its rank is not available

-0.073

Cursor (14)

cursorcnt: num. of cursor movements 0.164**
cursorfreq: cursorcnt/dwell -0.082*
dist: total overall distance the cursor
traveled in pixels

-0.137**

xdist: total distance the cursor traveled
horizontally in pixels

0.101**

ydist: total distance the cursor traveled
horizontally in pixels

0.172**

speed: dist/dwell -0.101**
xspeed: xdist/dwell -0.143**
yspeed: ydist/dwell -0.124**
xmin: minimal x coordinate 0.112**
ymin: minimal y coordinatee 0.093*
xmax: maximal x coordinate 0.067
ymax: maximal y coordinate 0.243**
xrange: xmax-xmin -0.006
yrange: ymax-ymin 0.172**

Scroll (5)

scrlcnt: num. of vertical scrolls -0.008
scrlfreq: scrlcnt/dwell -0.206**
scrldist: total vertical scroll distance -0.092*
scrlspeed: scrldist/dwell -0.212**
scrlmax: maximum scroll top -0.026

AOI (3)
dwell_aoi: total time the cursor spent in
the pre-defined Area of Interest (AOI)

0.227**

cursorcnt_aoi: cursor count in AOI 0.189**
cursorfreq_aoi: cursorcnt/dwell -0.195**

Task (6)

avg_dwell: average dwell time of pre-
ceding page views in the task

0.081*

querycnt: num. of preceding queries -0.138**
serpcnt: num. of preceding search en-
gine result page (SERP) views

-0.142**

clkcnt: num. of preceding clicks -0.171**
ctr: clkcnt/serpcnt 0.085*
tasktime: total time elapsed in seconds
since the task started

-0.046

Table 1: Feature descriptions and Pearson’s correlations with
relevance Levels (** indicates statistical significance at p < .01
level; * indicates statistical significance at p < .05 level).

as the minima and maxima of horizontal and vertical cursor coor-
dinates.

4.4 Vertical Scrolling
Previous research (e.g., [10]) found that the amount a user scrolls

correlates with the “interestingness” of a Web document in a non-
Web search setting, while in a Web search scenario, another study
[15] did not find a strong correlation between the amount of scrolling
and the “satisfiability” of a clicked document. In this study, in ad-
dition to modeling the overall amount of scrolling, we propose to
also model the frequency and speed of scrolling behavior, as well
as the overall scroll distance and range in pixels. The intuition
behind is to capture the searcher’s examination patterns. For ex-
ample, high frequency and speed of scrolling may indicate that the
searcher was “scanning” or skipping parts of the document, while a
moderate range of scrolling with low speeds may indicate that the
searcher was “reading”.

4.5 Interactions in the Areas of Interest (AOI)
It has been proposed that searchers are more willing to interact

with the content when it is relevant. To capture this idea, we de-
fine an “Areas of Interest”(AOI) as the region in a document where
the main content lies, and model the searcher behavior within the
AOI. In particular, we measure the number and frequency of cur-
sor movements within an AOI, in addition to these measures for
the document as a whole. Since a typical Web page has its main
content on the left half of the page, we define one AOI as the re-
gion of the document with the X-coordinates between 100 and 400
pixels, and the Y-coordinates larger than 100 pixels. More sophis-
ticated estimation of AOI’s can be done, but as we will show later,
even this simple AOI appears to improve the correlation between
the features and document relevance (Section 7.1).

4.6 Task/Session-level Context
As shown in the recent work [22], task-level information could

be valuable for improving relevance estimation. The intuition is
that a page viewed in a successful search task is likely to be more
relevant while a page viewed in a unsuccessful task, is likely to
be less relevant. To detect task success, we incorporate previously
proposed features, such as the number of queries, number of clicks,
click-through rate (CTR), average dwell time, overall task time, and
the number of page views. These features have been shown to be
effective in detecting success or frustration in previous studies [21,
14, 1] and are potentially useful in improving document relevance
estimation [22].

4.7 User Normalization
Previous work has identified significant variation in behavior across

different searchers (e.g., [27, 35, 19]). We propose three methods
to normalize feature values for individual searchers. First, we could
subtract the mean of the feature values for a user, from the original
feature values (most common approach); Second, we could subtract
the median feature values for the user, as it is typically more robust
to outliers than the first approach; third, we could use z-score nor-
malization, which transforms the original feature distribution into
normal distribution by scaling the difference between the original
value and mean by the standard deviation.

5. RELEVANCE ESTIMATION MODELS
We now describe the machine learning algorithms we used. We

treat the relevance estimation as a regression problem, and experi-
ment with two popular regression algorithms.

5.1 Ridge Regression (RR)
The first algorithm is Ridge Linear Regression, which is a variant

of ordinary Multiple Linear Regression, whose goal is to circum-
vent the problem of predictors collinearity and overfitting. Fur-
thermore, the M5’s method is used to select attributes for use in
the linear regression for each run. Specifically, the algorithm steps
through the attributes and removes the one with the smallest stan-
dardized coefficient until no improvement is observed in the esti-
mate of the error given by the Akaike information criterion. The
advantages of using such a linear regressor lie in the easy inter-
pretability and time-efficiency in training, which is potentially fa-
vorable in a large scale setting. And the disadvantage mainly lies
in the less expressive power of the model, which does not capture
the non-linear interaction among different features.

5.2 Bagging with Regression Trees (BRT)
The second algorithm is Bagging[6], which is a method for gen-

erating multiple versions of a predictor and using these to get an



aggregated predictor. The aggregation averages over the versions
when predicting a numerical outcome and does a plurality vote
when predicting a class. The multiple versions are formed by mak-
ing bootstrap replicates of the learning set and using these as new
learning sets. The single predictor or weak learner we used is C4.5
regression tree. The advantage of this non-linear regressor is, in
contrast, the advanced expressiveness, which can help model the
complex relationships among the features, and not surprisingly it
suffers from longer training time and may not be applicable in cer-
tain large-scale scenarios.

6. EXPERIMENTAL SETUP
Next, we describe our experimental setup on estimating docu-

ment relevance and re-ranking the documents.

6.1 Data
The data set we used for our experiments, which has hundreds

of search tasks and explicit relevance judgments of visited Web
pages, is from a user study conducted by researchers at the Univer-
sity of Massachusetts [14]. The usage data of the participants was
tracked, specifically, containing the URLs the searchers visited, the
fine-grained interactions with the browsed pages, such as clicks,
cursor movements, and scrolling, the time-stamp of each page view
and interaction is also recorded. The search tasks in the user study
were designed to be representative of Web search and difficult to
solve with a search engine (i.e., the answer was not easily found
on a single page). This is particularly valuable, since these more
difficult and long-tailed search tasks are the main challenge for the
state-of-the-art search engines. To distinguish oneself from the oth-
ers, a search engine provider should ensure that they do a good job
on such search tasks, and as we show later in Section 7, our pro-
posed techniques indeed improve relevance estimation and ranking
for such difficult search tasks.

The original dataset is publicly available online 2. Similarly, the
processed data and source code for this paper is available at http:
//ir.mathcs.emory.edu/data/WWW2012/. Next, we de-
scribe the details of the user study and the collected data (additional
information can be found along with the original dataset).

User study: The study relied on a modified version of the Lemur
Query Log Toolbar 3 for Firefox browser. To begin a task, partici-
pants had to click a ‘Start Task’ button. This prompted them with
the task and a brief questionnaire about how well they understood
the task and the degree to which they felt they knew the answer.
They were asked to use any of four search engines: Bing, Google,
Yahoo!, or Ask.com and were allowed to switch at any time. Links
to these appeared on the toolbar and were randomly reordered at the
start of each task. Users were allowed to use tabs within Firefox.

Explicit Judgments: Each time the participants navigated away
from a non-search page, they were asked the degree to which the
page satisfied the task on a five point scale (“1” indicates the page
“did not satisfy the information need at all” and “5” indicates that
the page ”completely satisfied the information need”), with an op-
tion to evaluate later.

We used this self-reported explicit judgment as our ground truth
for document relevance. A total of 211 tasks were completed, feed-
back was provided for 463 queries and 694 visited pages. For our
experiments, we studied the set of page views with dwell time at

2http://ciir.cs.umass.edu/~hfeild/downloads.
html
3http://www.lemurproject.org/
querylogtoolbar/

least one second and with at least one cursor coordinate recorded
to exclude artificial URL visits (e.g., URL redirections) that are
recorded in the dataset and focused on modeling the initial visit of
a document in each session as subsequent visits of the same doc-
ument typically exhibit larger variance in behavior and the dataset
consists of only a very small portion of such subsequent page visits.
As a result, our final dataset contains 666 page views with relevance
judgments.

6.2 Evaluation Metrics
Given a feature vector x of post-click page view, the explicit

judgment of page relevance y, and a regression function f(x) (where
(x, y) is an instance of the test dataset D), we evaluated its per-
formance on predicting the document relevance using the standard
measure of correlation, and evaluated its performance on re-ranking
documents using the standard measure of normalized discounted
cumulative gain.

Correlation: Pearson’s correlation ρf(.),S between the document
relevance predicted by f(.) and true document relevance y across
all instances in the test data D is given by:

ρf(.),S =

∑
(x,y)∈D(f(x)− µf (.))(y − µy)

(|D| − 1)σf(.)σy

where µ is the observed sample mean and σ is the observed sam-
ple standard deviation. This correlation coefficient is helpful for
detecting the presence of informative predictions, even in the pres-
ence of shifting and scaling. The ideal value for correlation is 1.0,
with a value of 0 showing no observed correlation.

Normalized Discounted Cumulative Gain at K (NDCGk): as
a standard metric of search engine providers, given a ranked list of
documents for a search task, NDCGk [24] measures the quality
of a ranked list at position k, as follows:

NDCGk =
DCGk

IDCGk
, DCGk =

k∑
i=1

2reli − 1

log2(1 + i)

where IDCGk is the DCGk value of the ideal ranking with re-
spect to the actual document relevance, and the reli is the relevance
judgment, which is at a five point scale. DCGk aims at penalizing
the ranked list with highly relevant documents appearing at lower
positions, with the graded relevance value reduced logarithmically
proportional to the position of the result. NDCGk of 1.0 indicates
a perfect ranking that is identical to IDCGk and smaller values in-
dicates worse rankings. We first computed NDCGk for each indi-
vidual search task and then average the scores into oneNDCGk to
summarize the quality of the ranked list provided by each method.
We evaluated for various k values.

6.3 Methods Compared
We consider the following different methods for estimating doc-

ument relevance, including methods using individual feature groups,
combined feature groups, with or without user normalization, for
both our linear regressor RR and non-linear regressor BRT.

DTR Baseline: we develop a strong baseline model that utilizes
signals from click Dwell time, Task-level context, and the search
engine original Ranking (DTR). This model is representative of the
state-of-the-art methods using dwell time [35] and task-level infor-
mation[22].

Post-Click Behavior (PCB): the full model with all the feature



groups combined, which include cursor movements, scrolling, in-
teractions in areas of interest (AOI) and dwell time, task-level con-
text and rank.

PCB with User Normalization (PCB_User): the full PCB model
with user normalization for all feature groups, as described above.

Single Feature Group Runs: we evaluated models trained on the
six individual feature groups, namely, dwell time, search engine
original ranking, task-level context, cursor movements, scrolling,
and interactions in the areas of interest (AOI). In particular, the
dwell time, task-level context, and rank feature groups can be con-
sidered as three additional baselines to gauge the performance of
our models. The three remaining behavioral feature groups are the
proposed variants in modeling post-click interactions, and serve as
the main building blocks of our full model.

Combined Feature Group Runs: we also evaluated PCB with
each single individual feature group removed from the full model to
test the contribution of different feature groups when other groups
are presented. This is important, as some features in different groups
could be correlated.

7. RESULTS
In this section, we describe and discuss our experimental results

and findings. We start with analyzing the association between each
individual feature and the explicit relevance judgments, and then
move on to our results on relevance prediction and document re-
ranking, where we evaluate each individual feature group and some
combinations of the different groups.

7.1 Feature Association with Relevance
We now discuss the association between each individual feature

and the explicit relevance judgements. Specifically, we computed
Pearson’s Correlation for each feature and conducted statistical sig-
nificant testing. The results are summarized in Table 1, along with
the descriptions of the features, significant associations are high-
lighted: * indicates significance at p < .05 level and ** indicates
significance at p < .01 level. We organize the discussions by fea-
ture groups.

Dwell Time As we can see from Table 1, there is a moderate corre-
lation of 0.167 between dwell time and document relevance, which
is consistent with previous findings [35], since longer dwell time
typically indicates searcher interests in the page. However, as we
can see later, some other post-click behavioral signals are actually
correlated better with document relevance, suggesting the potential
of improving upon dwell time information.

Rank The correlation between search engine result ranking and
document relevance is -0.073, which matches our intuition that
smaller rank values correspond to higher relevance. However, the
correlation is low and insignificant. One explanation is that all the
visited documents on a search trail following a click typically share
the same rank (as some of which were not ranked) but vary in their
relevance levels. This assumption is supported by the observation
of a higher though still insignificant ρ of -0.094 when the correla-
tion is computed over only pages that were ranked by the search en-
gines. This low correlation of the search engine result ranking with
relevance reveals the difficulty of the search tasks in our dataset.

Cursor Movements As suggested in the previous section, charac-
teristics of cursor movements are indicative of searcher’s reading
behavior. Interestingly, we do observe such tendency between the
cursor movement features and the document relevance. Starting

from the beginning of the list, the amount of cursor movements
(i.e., cursorcnt) exhibits a similar level of correlation of 0.164 as
dwell time, which makes sense, as the longer the time the searcher
spent on a page the larger amount she might move the cursor.

A more interesting question then is, whether the cursor move-
ments provide some additional information about document rel-
evance – as we discuss later, cursor movements and dwell time
provides complementary information – and based on the results in
this section alone, we actually already observe stronger associa-
tions from some of the cursor features. For example, the maximal
y coordinate of the cursor (i.e., ymax) exhibits a stronger correla-
tion of 0.243 with relevance, which suggests that the further down
the searcher moves the cursor the more likely she found the page to
be relevant. This is consistent with the observation from our case
studies (Section 3) – searchers tend to use mouse more actively and
“read” when the page is relevant while the page is not relevant, keep
mouse still and “scan”, in which case, it is less likely that she would
move mouse further down. Note that there is a difference between
scrolling down and moving mouse down – as we can see from the
table, the correlation between maximal scrolling and relevance is
only a insignificant -0.026, we hypothesize that searchers tend to
scroll when “scanning” and keep mouse still, while more likely to
move the cursor to interact when interesting information is found.

Another interesting observation is about cursor movement speed:
while overall the amount of cursor movement is correlated posi-
tively with document relevance, the speeds, both in vertical and
horizontal directions, have negative correlation, which matches our
observation and intuition: lower speed of cursor movements is in-
dicative of “reading”, which is more likely to happen when the
page is relevant. As for horizontal movements, the distance cur-
sor travels exhibits a significant positive correlation of 0.101. This
feature captures the horizontal movement of reading aid behavior
illustrated in Figure 1, the possible explanation of lower correlation
based on our case studies is that the horizontal movement behavior
happens less frequent than vertical moves, but when it does happen,
it typically is a strong indicator of “reading” [32].

Vertical Scrolling In agreement with previous research [15], we
do not observe a significant correlation between the amount of scrolling
(i.e., scrlcnt and scrlmax) and relevance. However, interestingly,
we do observe significant negative correlations of scrolling fre-
quency and scrolling speed of -0.206 and -0.212 respectively, which
well supports our hypothesis that high frequency and speed of scrolling
indicate “scanning” behavior, which in turn, suggests lower docu-
ment relevance.

Interactions in Areas of Interest (AOI) The intuition behind the
AOI features is that searchers are more likely to interact with the
content when it is relevant. Therefore, we specify the expected
position of the main content of Web page as the AOI, hypothe-
sizing that the interactions within the AOI are more indicative of
document relevance. As we can see from Table 1, AOI features
exhibits higher correlations as compared to their overall counter-
parts. For example, the correlation of AOI dwell time, which is
the dwell time accumulated when the cursor is within the area of
interest, increases substantially from correlation of 0.167 to 0.227
while the correlation of AOI cursor frequency increases even more
significantly from -0.082 to -0.195.

Task/Session-level Context In agreement with previous work [22],
we found that task-level information is indeed valuable in inferring
document relevance. In particular, a document in a more success-
ful search session is indeed more likely to be relevant, which is
supported by statistically significant correlations between CTR and



relevance, as well as the average dwell time and relevance. In con-
trast, we find that a document is less likely to be relevant in a less
successful search session, which is indicated by the significant neg-
ative correlations between relevance and features representing task
length (e.g., query count and task time). This makes intuitive sense,
since a long session typically indicates the more efforts searchers
have to put in finding the information, a claim supported by previ-
ous studies [1, 14].

Next, we discuss our findings in predicting documents relevance,
and compare the performance of each individual feature groups as
well as different feature group combinations.

7.2 Predicting Document Relevance
Now we report our results and findings in predicting document

relevance explicitly judged by the users. For training and testing,
we used 10-fold cross-validation with 100 randomized experimen-
tal runs. We report the overall correlation aggregated over all the
folds and runs (note that, each instance occurs only once in exactly
one fold for each run). We evaluated the six single feature groups,
different combinations of these groups, and the effects of adding
user normalization information.

Single Feature Group Runs: The results of the single feature
group runs are summarized in Table 2. As we can see, all the three
post-click interaction feature groups outperform the three baseline
feature groups using dwell time, task-level information and search
engine ranks, as well as the stronger DTR baseline that combines
these three groups of signals; but none of them is comparable with
the full model PCB. This trend is consistent across both the linear
ridge regressor (RR) and the non-linear bagging regressor (BRT)
with only exception that aoi under-performs DTR when using BRT.
Specifically, the correlation with relevance for the cursor feature
group is the highest, followed by the scrolling feature group, aoi
feature group, the task-level, dwell time and rank feature groups.
Interestingly, BRT improves the performance of the cursor feature
group over RR substantially. One possible interpretation is that the
features within the cursor group have complex interactions with
each other, which can not be successfully captured using a linear
model such as RR.

Single Feature Group RR BRT
PCB 0.399*+ 0.411*+

cursor 0.326*+ 0.389*+
scroll 0.277+ 0.268*+
aoi 0.261*+ 0.177*
task 0.201* 0.146*

dwell 0.184* 0.136
rank 0.04 0.136
DTR 0.211 0.231

Table 2: Pearson’s correlation between the predicted and ac-
tual document relevance for the single feature groups. The
groups are listed in descending order of the BRT performance.
(* indicates a significant improvement over all the worse-
performing groups in the same column at p < .05 level, + in-
dicates a significant improvement over the DTR baseline in the
same column at p < .05 level)

Combined Feature Group Runs: The results are summarized in
Table 3. As we can see, all the combined feature groups again
outperform the DTR baseline that does not incorporate the post-
click interaction features. For the ridge linear regression (RR) set-

ting, the best performing model is the combination of all feature
groups PCB and removing any one of the groups decreases the per-
formance significantly. Among the six groups, the contributions of
the cursor and scroll groups are the most significant while removing
each of the other groups only results in decrease with a small mar-
gin. As for the non-linear bagging regression (BRT) setting, only
the cursor, scroll, and rank groups contribute significantly when
other groups are presented and the additive contribution from the
ranking information is the least substantial among the three. The
three remaining groups, namely, dwell, task, and aoi, do not seem
to contribute additional information when the other groups are pre-
sented. One possible explanation is that the non-linear BRT regres-
sor was able to capture the complex relationships among different
features and induce the information carried by the features in dwell
time, task-level context and AOI interactions, making it unneces-
sary to incorporate these features when other groups are presented,
even though all the feature groups tend to be useful in combination
when only a linear regressor such as RR is used.

Combined Feature Group RR BRT
PCB 0.399+ 0.411+

no.cursor 0.326*+ 0.336*+
no.scroll 0.353*+ 0.379*+
no.aoi 0.394*+ 0.412+
no.task 0.394*+ 0.413+

no.dwell 0.395*+ 0.414+
no.rank 0.393*+ 0.409*+

DTR 0.211 0.231

Table 3: Pearson’s correlation between the predicted and ac-
tual document relevance for the combined feature groups. The
groups are listed in ascending order of the BRT performance.
(* indicates a significant decrease in performance from PCB in
the same column when removing the feature group at p < .05
level, + indicates a significant improvement over the DTR base-
line in the same column at p < .05 level)

User Normalization: We further evaluated the effects of adding
the user normalization information. The results are summarized in
Table 4. As we can see, adding user information to our full model
(PCB_User) further improves the performance in predicting doc-
ument relevance, which was the best-performing model among all
the other feature combinations, and as expected, the model also
outperforms the DTR baseline. In particular, the improvement with
a linear regressor was smaller compared to that of the non-linear
bagging regressor. This result indicates the existence of variation
in behavioral signals across different users, a claim supported by
previous research [35, 19, 9]. However, as we have seen, even with-
out the user information, the behavioral patterns seem sufficiently
consistent to achieve improvement in estimation performance.

Next, we move on to discuss our results and findings on improv-
ing result ranking in aggregate using the estimated document rele-
vance from our models.

7.3 Re-ranking
Next, we report our results on re-ranking documents using the

estimated relevance from the regressors. For training and testing,
we again used 10-fold cross-validation. We report NDCGk aver-
aged over all the search tasks across different users. Specifically,
we compare combined feature groups with one feature group re-
moved at a time, the DTR baseline, and the full models PCB and



Combined Feature Group RR BRT
PCB_User 0.420* 0.447*

PCB 0.399* 0.411*
DTR 0.214 0.231

Table 4: Pearson’s correlation between the predicted and ac-
tual document relevance when adding user normalization fea-
tures (* indicates a significant improvement over the DTR base-
line in the same column at p < .05 level)

PCB_User. As BRT generally performs better than RR, we use
BRT for the rest of the experiments.

The feature ablation results are summarized in Table 5. The trend
is the same as what we have observed in Table 3: cursor and scroll
feature groups tend to contribute the most, while the rest of the
groups contribute marginally when other groups are presented. One
interesting difference in this setting is that for smaller K, the con-
tribution of scroll features appears larger than that of the cursor
features.

The results of our post-click behavior models, with and with-
out user normalization (PCB and PCB_User) are reported in Fig-
ure 3. Both variants of the PCB model again outperform the DTR
baseline, and adding user normalization features (PCB_User) pro-
vides additional moderate improvements in ranking, especially for
smaller values of K.

Combined Feature Group K=10 K=20
PCB 0.579 0.675

no.scroll 0.515 (-11.0%) 0.630 (-6.7%)
no.cursor 0.548 (-5.2%) 0.619 (-8.3%)

no.aoi 0.570 (-1.5%) 0.671 (-0.7%)
no.rank 0.576 (-0.5%) 0.669 (-0.9%)
no.dwell 0.578 (-0.1%) 0.677 (+0.2%)
no.task 0.587 (+1.5%) 0.681 (+0.8%)
DTR 0.515 (-10.9 %) 0.598 (-11.4 %)

Table 5: NDCG at K for the combined feature groups with one
feature group removed at a time, the groups are listed in as-
cending order of NDCG@10.

Next, we evaluate the performance of PCB on the subset of docu-
ments that were ranked by the search engines (i.e., landing pages).
The results are summarized in Figure 4. For the landing pages,
PCB and PCB_User still consistently outperform the DTR baseline
at all values ofK, indicating that PCB predictions could be directly
usable by a search engine for improving search ranking quality.

8. CONCLUSIONS
In this paper we introduced a new model for representing the

searchers’ post-click behavior (PCB) that captures not only dwell
time and task-level information, but also fine-grained user interac-
tions after clicking on a search result, such as cursor movements
and scrolling. To our knowledge, PCB is the first successful at-
tempt to exploit such “low-level” post-click behavioral signals to
identify the basic patterns of “reading” and “scanning” behavior,
as well as more complex combinations of these (Section 3), cou-
pled with expressive features to capture these examination patterns
automatically (Section 4).

Our experimental results show that these behavioral signals in-
deed correlate with searchers’ explicit judgments of document rel-

Figure 3: NDCG at K for the DTR baseline and our full models
with (PCB_User) and without (PCB) user normalization fea-
tures in re-ranking all the pages.

Figure 4: NDCG at K for the DTR baseline and our full model
(PCB) in re-ranking only the landing pages.

evance, and provide additional valuable information beyond dwell
time and session-level information. Specifically, we found that the
distance and range the cursor travels, as well as movement speed,
especially its vertical component, are among the most predictive
signals of document relevance; we also found that while the amount
of scrolling is not itself strongly correlated with document rele-
vance, the frequency and speed of scrolling are. In combination,
these signals enable PCB to exhibit significant improvements of
relevance estimation, as well as significant improvements in re-
ranking the documents based on this relevance estimation. Finally,
when user information is available (e.g., for long-term users of a
search engine), adjusting the PCB model for each user’s “normal”
profile can further improve the prediction performance.

In summary, we have laid the groundwork for exploiting fine-
grained post-click search behavior for document relevance estima-
tion, identifying common page examination patterns and opera-
tionalizing our insights in a novel PCB model for effective rele-
vance prediction. Together, our methods enabled substantial im-
provements of relevance estimation, and the resulting document
ranking over and beyond dwell time alone.
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